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Altair Accelerator Administrator Guide 1

This manual iswritten for the Accelerator system administrator who needs to configure and manage the use of this Altair
Accelerator product after it isinstalled. This guide describes basic tasks, including submitting jobs, tracking job information, and
analyzing and solving common problems.

This chapter covers the following:

* UseAccelerator Help (p. 9)

*  Accelerator Quick Start (p. 11)

e Command Line Interface (p. 14)

e Quick Reference (p. 16)

*  Accelerator Server and System Customization (p. 18)
e Start and Stop Accelerator (p. 92)

e Job Management (p. 95)

* Database (p. 102)

e FairShare (p. 116)

e Jobclasses (p. 135)

*  Preemption (p. 144)

* Resource Management (p. 186)

* Resource Management with RDS (p. 215)

»  Configure Container Integration (p. 231)

e  Streaming Data Service (p. 235)

e Environment Management (p. 241)

e Directoriesand Files (p. 259)

» Alertsand Notifications (p. 265)

e System Tasks (p. 275)

* Upgrade Accelerator (p. 291)

e Storage Aware Scheduling (p. 296)

*  Frequently Asked Questions and Troubleshooting Tips (p. 302)
»  Backwards Compatibility and Migrating from Previous Versions (p. 317)

The administrator is expected to understand UNIX system processes, the dynamics of UNIX interactive shells, shell scripting
techniques and general trouble shooting concepts. As configuration is part of the role of the Accelerator administrator, knowledge
of schedulersis also expected.

For details about the usage and capabilities of using Accelerator, refer to the Altair Accelerator User Guide and Altair Accelerator
User Tutorials.
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Note:

[

The terminology in this release has changed from the previous one.

The Accelerator products are built on platform called vov using a client-server architecture with remote-procedure-
calls (RPC). The server software moduleis called vovserver. It communicates to clients using the vov protocol;
vovservers can also be configured to respond to http requests: the REST API isimplemented on top of http. There
are several different client types, those that make requests to the vovserver are typically implemented using vovsh
(the vov shell - aTcl interpreter); those that respond to vovserver requests to run jobs or tasks are taskers and the
software hereis called vovtasker. The vovtasker can run on the same host as the vovserver or on a separate host;
these hosts are typically referred to as compute nodes, compute hosts or execution hosts.

The architecture allows for multiple vovservers to communicate with each other via a vovagent. Exampl es of
vovagents include vovwxd, indirect taskers and vovlad.

In the 2021.1.0 release, the term slave has been deprecated and has been replaced with the term tasker. The web user
interface and the online documentation have been updated to reflect this change, as has the majority of the code base.
Subsequent releases will complete the transition.

Accelerator Features

Accelerator is a high-performance, enterprise grade job scheduler designed for distributed High Performance Computing (HPC)
environments. Accelerator provides a cost-effective, highly adaptable solution capable of managing compute infrastructures from
small dedicated server farms to complex distributed HPC environments.

A full-featured scheduler, Accelerator is equipped with a comprehensive set of policy management features including FairShare,
Preemption, and Reservations, which can be customized per organizational reguirements to maximize resource utilization and
throughpuit.

The services provided by Accelerator include job prioritization, automatic job queuing, license management, resource management
and reporting the status of jobs aswell as the usage and availability of resources.

The fields of application include hardware and software engineering, running cal culations on afarm, electronic design automation
(EDA) and other industries.

Accessing Accelerator
Accelerator can be accessed viathe following media:

«  Web Ul. Configuring Accelerator properties, and viewing job status, configurations, available resources and moreis
available through the web user interface.

e GUI. Graphical user interface, independent of the web is also available for graphical views of current job and resource
Statuses.

¢ CLI Command. Commands are also available for configuration, viewing the status of jobs and resources. GUI and WebUI
can beinvoked through CLI commands.

Theory of Operation

During the initial setup, the Accelerator host server, vovserver, establishes amain port for communication and addition ports for
web access and read-only access. The main process for the Accelerator vovserver is establishing amain port for communication
plus additional ports for web and read-only access. Afterwards, the vovserver waits for and responds to incoming connection
requests from clients.

/\ ALTAIR
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Clients consist of regular clients that request a particular service, taskers (server farms) that provide resources, and notify clients
that listen for events). Aswell as tasker-based resources, some clients provide central resources, which are stored in and accounted
by the vovserver.

Regular clients can define jobs, or query data about jobs or system status. When ajob is defined, it isnormally placed in a
scheduled state. Scheduled jobs are sorted into buckets. Jobs that have the same characteristics go in the same bucket. Buckets are
placed in prioritized order for dispatching. This prioritization is based on FairShare, an allocation system. The top priority jobin
each bucket is dispatched when each of the defined resources (requests) for that job is available. The job requests can be fulfilled
from the central pool as well as the tasker resources. When atasker is found that completes the job's resource request, thejob is
dispatched to that tasker and the job status changes to running.

When the job has completed, the tasker notifies the vovserver. The resources, both tasker-based and central, are recovered, which
allows subsequent jobs (queued in the buckets) to be dispatched. When completed, the job status is normally updated to either valid
or failed.

As previously stated, in addition to dispatching jobs and processing their statuses, the vovserver responds to queries about system
and job requests, publish events to notify clients, and continue to process incoming job requests.

Known Limitations
In the Windows environment, PowerShell is not supported; it is strongly recommend to avoid using PowerShell.

Related Documents
The following documents provide additional information that is related to using and configuring Accelerator:

» Altair Accelerator User Guide

e Altair Accelerator Training Guide

o Altair Accelerator Installation Guide
e Altair Monitor User Guide

¢ VOV Subsystem Reference Guide

/\ ALTAIR
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Use Accelerator Help

Accelerator documentation is availablein HTML and PDF format.

Access the Help when Accelerator is Running

When Accelerator isrunning, it displays the documentation through its browser interface. To accessit from browser, you need to
know which host and port Accelerator is running on. Ask your administrator, or find the URL for Accelerator with the following
command:

% Accel erator cnd vovbrowser
http://conet: 6271/ proj ect

In the example below, assume Accelerator is running on host comet, port 6271. The URL for Accelerator is:

http://conet: 6271

To get the entire suite of Altair Accelerator documents, including FlowTracer™, Accelerator™, Monitor™ and the VOV
subsystem, use the following URL :

http://conet: 6271/ doc/ ht M / bookshel f/i ndex. ht m

Accessthe Help when Accelerator isnot Running

All the documentation files are in the Altair Accelerator install directory, so you can access them even if vovserver is not running.
Todothis,open/installation_directory/comon/doc/ htm /bookshel f/i ndex. ht minyour browser.

& Tip: Bookmark the above URL for future reference.

Accessthe Help PDF Files

Altair Accelerator also provides PDF files for each of the guides. All the PDF files are in the directory /
installation_directory/comon/doc/ pdf

Accessthe Help viathe Command Line

The main commands of Accelerator are nc and ncmgr, with some subcommands and options. Y ou can get usage help, descriptions
and examples of the commands by running the command without any options, or with the -h option. For example,

% nc info -h

nc:

nc: NC I NFQO

nc: Get information about a specific job or list of jobs.

nc: USAGE:

nc: %nc info <jobld> [options]...
nc: -h -- Show this nessage
nc: - -- Show the log file
nc:

Accessthe Help via the vovshow Command
Another source of liveinformation is using the command vovshow. The following options are often useful:

/\ ALTAIR
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vovshow -env RX Displays the environment variables that match the regular expression RX provided.

vovshow -fi el ds Shows the fields known to the version of VOV in use.

vovshow -fail codes Shows the table of known failure codes.

For example, to find avariable that controls the name of the stdout/stderr files, without knowing the exact name of that variable,

the following command can be used:

% vovshow - env STD
VOV_STDOUT _SPEC Control the nanes of file used to save stdout and

stderr. The value is conputed by substituting
the substrings @UT@ and @QJINI QUE@ and @ D@
Exanpl es: % set env VOV_STDOUT_SPEC

.std@UT@ @NI QUE@ % set env VOV_STDOUT _SPEC

.std@UT@ @ D@

The output provides a description of all the variables used by the FlowTracer system that include the substring "STD". In this
example, the output resultVOV_STDOUT_SPEC.

/\ ALTAIR
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Accelerator Quick Start

Accelerator has two main commands, nc and ncgr .

e nc isused to submit, query, and stop jobs. This command can also be invoked asvnc.

e ncngr isusedto start aqueue: ncngr st art . By default, the queue (vnc) startsin a server working directory (SWD) that
isasubdirectory in$VOVDI R/ . . /. ./ vnc.

The output of ncngr start/stop islogged in ${ VOVDI R}/ | ocal / | ogs/ nc, if it exists.
This page shows the usage messages that are generated by the nc and ncngr commands.

nc
vnc: Usage Message
Usage: nc [-qg queuenane] <conmand> [conmand opti ons]

Queue sel ection:
The default queue is called "vnc".

You can specify a different queue with the option -q <queuenane>
or by setting the environnent variabl e NC QUEUE.

submt <job>

Conmmands:
cl ean Cleanup log files and env files.
debug Show how to run the sane job w thout Accel erator.
di spat ch Force dispatch of a job to a specific tasker.
f or get Forget old jobs fromthe system
getfield Cet a field for a job.
gui Start a sinple graphical interface.
hel p Thi s hel p nessage.
host s Show farm hosts (al so called taskers).
info Cet information about a job and its outputs.
list List the jobs in the system
j obcl ass Li st the avail able job cl asses.
ker ber os Interface to Kerberos (experinental).
nmodi fy Modi fy attributes of schedul ed jobs.
noni t or Moni tor network activity.
rerun Rerun a job already known to the system
resour ces Shows resource list and current statistics.
resumne Resune a job previously suspended.
run <job> Run a new job (also called 'submt').
pr eenpt Preenpt a job.
st op St op j obs.

Sane as 'run'.

sunmary CGet a summary report for all my jobs.
suspend Suspend the execution of a job.
taskerli st Show avai | abl e tasker |ists.

wai t Wait for a job to conplete.

who Report on who is using the system
why Anal yze job status reasons.

Uni que abbrevi ations for comands are accept ed.

Advanced features:

cnd <conmmand> Execute an arbitrary VOV conmand in the

J\ ALTAIR
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context of the $product server.
source <file.tcl> Source the given Tcl file.
- Accept conmands from stdin.

For nore hel p type:
% $: : conmand <conmand> - h

Copyright (c) 1998-2021, Altair Engi neering.

ncmgr

This program manages the vovserver for Accelerator.
Usage

vncnygr: Usage Message

Thi s program nanages the vovserver for Accel erator.
Copyright (c) 1998-2022, Altair Engi neering.

USAGE
ncngr hel p| i nfo| rehost|reset|start|stop|cm [ OPTI ONS]
ACTI ONS
i nfo [ -queue| -q <nanme>] [-vV]
reset [-soft | -hard | -h ]
rehost [-force] [-queue|-q <nane>] -host <host>
start [-dir <server_working dir>] [-force] [-queue|-qg <nane>]
[-port <port> ] [-webport <port>] [-roport <port>]
[ -dbhost <host>] [-dbroot <path>] [-dbport <port>]
[-prod nc|wx| he] [-basequeue <nane>] [-dd]
The default <server _working dir> is
<...>/vnc.
This is the parent of the configuration (.swd) directory for
t he queue.
st op [-force] [-freeze] [-freeze_nocpr] [-queue|-qg <nanme>]
[-writeprdir <dirnanme>]
-force Do not pronpt for confirmation
-freeze Instruct taskers to keep running and wait for a
new server
-freeze nocpr Instruct taskers to keep running and wait for a
new server, and do not conpress PR file
-witeprdir Wites the PRfile to the specified directory
(which is created if necessary)
cm [ -queue| -q nanme] <ACTI ON> [ ARGUVENTS]
Confi guration Managenment. Pass "hel p" for detail ed usage.
EXAMPLES:
% ncngr
% ncngr -h

% ncngr start -queue vnc2

% ncngr start -port 6699 -queue vnc99
% ncngr info

% ncngr reset -soft

% ncngr reset -hard

% ncngr cm hel p

J\ ALTAIR
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EXAVPLE TO STOP AND RESTART SERVER:

% ncngr stop -freeze
% ncngr start -force
% ncngr stop -freeze -force -witeprdir /tnp/abcl23

Proprietary Information of Altair Engineering A A LTAI R
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Command Linelnterface

All user commands have the following structure:

% nc [-q gnanme] subcommand [options]

The command plus the subcommand is one of the following:

e ncclean * ncjobclass
« cmd * nc modify
* ncdebug * monitor
« dispatch e ncrerun
e ncforget * resume
* ncoui * ncrun
* help * source
* nchosts * ncstop
* ncinfo *  ncsummary
e nclist e suspend
* ncwait
For example:

% nc hel p

% nc run sleep 10

% nc |ist

% nc forget -mne

The Exclamation Paint (1) Special Operator

p.14

Some Accelerator subcommands accept a single exclamation point, and interpret it to mean 'most-recent job run in the current

directory'. Thisis meant for interactive use to avoid typing or copying the nine digit job ID.

Thisis not recommend for use in scripts, because it involves a scan of the jobsin the system. Instead, save the job ID returned

when submitting the job and use the ID in queries.

The Accelerator subcommands that support this are:
e info
« getfield

e rerun

For example:

% nc info !

Proprietary Information of Altair Engineering
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%nc info -1 !

Some VOV commands that support this may sometimes be useful in Accelerator context, by preceding them withnc cnd:
e vovset
e vovfire

e VSX,VSYy

Any unique prefix for the subcommand is accepted, which allows abbreviated forms of commands to be used. For example:

% nc |
% nc |
% nc |

I

i
i
% nc |i

S
st

/\ ALTAIR
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Quick Reference

Common Commands
help

nc forget
nc getfield
ncinfo
nclist

nc modify
monitor
notify
policy
ncrerun
ncrun
interactive
status

nc stop

Information Pages

Altair Accelerator User Guide
Installation Guide

Manage

Test

Troubleshoot

Administrative

Advanced | nfor mation
Clean Up Log Files

Cross-platform

Proprietary Information of Altair Engineering

Getting Accelerator help.

Remove jobs from Accelerator queue.
Get detailed information on ajob.

Get information on jobs.

Get aformatted list of jobs.
Modifying jobs in the system.
Monitoring jobs and tasker machines.
Email notification.

Setting policy.

Re-running jobs.

Submitting jobsin Accelerator.
Running interactive jobs in Accelerator.
Getting statusinfo in Accelerator.

Stopping jobsin Accelerator.

Introduction to Accelerator.
Installation of Accelerator.
Managing Accelerator.

Testing Accelerator after installation.

Troubleshooting Accelerator.

Advanced command usage.
Clean up log files.

Cross-platform runs.

p.16
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Environment Control
Fair Share Groups
vnc_policy.tcl

Resour ce M anagement

Scheduled Jobs

Proprietary Information of Altair Engineering

Controlling the VNC environment.

Setting up groups.

VOV policy setupfile.

Accelerator resource management.

Accelerator job queue.

p.17
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Accelerator Server and System Customization

Configure Accelerator

Server Configuration

vovserver configuration parameter values may be changed in a running vovserver using the CL1, or prior to the starting the server
viathepol i cy. t cl file. An administator can configure the parameters in the running vovserver using thevovser ver ngr
command or thevt k_ser ver _confi g procedure.

[/ Note: Inusage, al commands and parameters are case insensitive.

Usingvovser ver ngr :
% nc cnd vovserverngr config PARAMETER NAVE PARAMVETER VALUE
Usingvt k_server _confi g:
% nc cmd vovsh -x 'vtk_server_config PARAVETER NAVE PARAMETER VALUE'

Example of a configuration:

% nc cmd vovsh -x 'vtk _server_config tineTol erance 4'
% nc cmd vovsh -x 'vtk_server_config tineTol erance 4

[E Note: A completelist of the current server configuration parameters is provided in the Server Configuration page.
Server configuration can be controlled by setting variablesinthe pol i cy. t ¢l file. The variable can be set directly in the
"config()" associative array, but it is best to set them with the procedure Vov Ser ver Confi g asin:

VovSer ver Confi g VARNAMVE VALUE

In either case, the name of the parameter VARNAME is case insensitive.

Example
Thefollowing ispart of thepol i cy. t cl file

# This is part of the policy.tcl file.

# Exanpl e of paraneters set with the procedure VovServer Config
VovServer Config readonlyPort 7111
VovServer Config httpSecure 1

# Exanpl e of paranmeters set by assignnent to array config().
set config(tinmeTol erance)

/\ ALTAIR

Proprietary Information of Altair Engineering



Altair Accelerator 2024.1.1
Altair Accelerator Administrator Guide

set confi g(maxBufferSize) 16000000

set config(maxNotifyBufferSize) 400000

set config(maxNotifyC ients) 40;

set config(maxNormal Clients) 400;

set confi g(maxAgeRecent Jobs) 60;

set config(saveToDi skPeri od) 2h;

set confi g(aut oShut down) 2w, # Shut down after 2 weeks of inactivity.

set config(aut oLogout) 1h; # Logout from browser interface.

set config(netlnfo) 0; # Do not collect net information (fs,
host s)

# Used by Accel erator for autoforget.

set confi g(aut oForgetValid) 1h

set config(aut oForget Fai | ed) 2d

set config(aut oForget O hers) 2d

set config(aut oReschedul eThreshol d) 2s

set config(preenptionPeriod) 3s

Below is an example of parameters set with the procedure Vov Ser ver Confi g:

VovServer Config readonlyPort 7111
VovSer ver Config httpSecure 1

Tasker Configuration

Taskers

A tasker isaVVOV client that provides computing resources, specifically CPU cycles, to the vovserver.

There are two types of taskers:
< Direct taskers: agents that offer for computation all the resources of the machine on which they are running

¢ Indirect taskers: agents that interface between a VOV project and a scheduler such as Accelerator.

A project can have amix of direct and indirect taskers. Normally, Accelerator and Monitor use only direct taskers, while
FlowTracer projects often interface to schedulers using one or more indirect taskers.

Thelist of taskers connected to a project is described in the file taskers.tcl, and the main utility to start and stop taskersis
vovt asker ngr . Additional configuration can be specified withthet asker O ass. t abl e file.

Types of vovtasker Binaries

The main tasker client is called vovt asker but there are other variations of it:
e vovtasker canrun jobsfor morethan one user; the success depends on file permissions.
e vovt askerr oot hastheability of switching user identity.

[E] Note: Accelerator isthe only Altair Accelerator product that needsvovt asker r oot .
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vovtasker.exe has the ability of impersonating users on Windows, subject to a set of rules explained in Vov Windows
Impersonation.

vovagent isatemporary vovtasker that terminates upon a set of timeouts, and is used mostly in conjunction with LSF or
SGE.

ftl magent isa"thin-client" version of avovtasker and can be used by Monitor to start and stop license daemons on
remote machines.

vovtasker States

The vovtaskers will change states based on workload and operating environment. Generally, the tasker state will accompany the
tasker name when displayed in the various user interfaces (CLI, GUI, WUI). The possible states are as follows:

BLACKHOLE: temporarily paused due to a burst of job failures and cannot accept jobs
BUSY: busy with internal operations

DEAD: has disconnected and cannot accept jobs
DONE: exiting after completing current jobs
FULL: full and cannot accept more jobs
OVRLD: overloaded and cannot accept jobs
NCLI C: unlicensed and cannot accept jobs
NOSLOT: configured to not accept job

OK: idle and ready for jobs

PAUSED: paused and cannot accept jobs
READY: idle and ready for jobs

REQUESTED: has been requested to start

Sl CK: sick and possibly disconnected

SUSP: suspended and cannot accept jobs
WARN: in awarning state and should be checked
VARKNG. working and can accept more job

Createa Tasker on Windows

Proprietary Information of Altair Engineering

Copy the vovtsd single file distributable (SFD) for Windows (vovt sd. exe) onto the Windows host that will be running
one or more taskers.

Start vovt sd (use default port or specify a different one). Optionally, configure as a Windows service (see vovtsd
documentation).

Register the Windows path to the server working directory. The server working directory isthe parent of the <queue-
nane>. swd directory (aka SWD). The default queue nameis“vnc”, so the default SWD isnhamed vnc. swd. Registration
isdoneviathe SWY pol i cy. t cl file.

vtk swd_set wi ndows <full path to server working directory>

For example:

vtk _swd_set windows n:/altair/vnc
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4.  After making the change, reread the policy via:
nc cnd vovproject reread
5.  Updatethefollowingin SWD/ t askers. tcl :

vtk tasker_set _defaults \
-rshend vovssd \
-vovssdport 16666 \
- execut abl e vovt asker \
-vovdi r defaul t \
-l ogfile defaul t \
-serverdir n:/altair/vnc
vtk _tasker _define <wi ndows host nane>
The default tasker name will be equal to the host name.

6. Start the newly defined tasker:
nc cnd vovtaskerngr start <tasker nanme>
7. Verify thetasker using this command:

nc hosts

The Windows tasker will be remotely started viavovtsd and will enter a“ready” state onceit is able to accept jobs:

# TASKER LOAD STATUS JOBS HB RESERVE  MESSAGE
1 winl6-1 0. 00 r eady 0/ 2 20s None Li censed for 2 slots

8. Submit thejob:

nc run -e BASE -rundir <valid wi ndows path> -1 "'<log file in valid w ndows
pat h>'"" -r ARCH=wi n64 -- <cnd>

For example:

nc run -e BASE -rundir c:/ -I "'c:/@OBID@Iog"" -r ARCH=wi n64 -- host nane

The @JOBID@ keyword will be automatically substituted with the job’s ID, resulting in a uniquely-named log file.

UNIX User Impersonation

A normal vovtasker has the privileges and limitations of the account in which it runs. When a normal vovtasker executes a
command, the effect is the same as when the vovtasker's owner runs the command.

For Accelerator, jobs may be submitted by many users. To obtain the correct permissions with respect to files needed by the
job, the vovtasker must be able to switch to the account of the submitter. On UNIX and Linux machines, this is done by having
vovtasker run with root privilege. A simple method is creating a copy of vovtasker called vovtaskerroot, which is owned by root
and has the setuid flag set. vovtaskerroot can be set up by running the script SETTASKERUI D. csh.
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To verify that vovtaskerroot is properly installed, go to the $VOVDI R/ bi n directory and check the access flags of vovtaskerroot.
Verify the"s' character isin the fourth column (instead of the "x" character) as shown below:

% cd $VOVDI R/ bi n
%Ils -1 vovtaskerroot
-rWSI-Sr-x 1 root ot her 875092 Jan 5 11:57 vovtaskerr oot

For security reasons:
« The USERfield for each job cannot be edited by any user, including ADM N.

» Thevovtasker itself never executes any process as root. Instead, each job is executed as the user that first executed the job. If
the user account does not exist on the tasker host, the job cannot be executed.

Other Methods of Starting vovtasker with Root Capability

Some sites may have security policies that prohibit setuid-root binaries, or prohibit setuid binaries from being mounted over NFS.
Following are aternate methods to start vovtasker with root capability:

e To start vovtasker from a boot file, use the available example . bat files asaguide to create a script, and placeit in the
appropriate directory. Example startup files are provided in $VOVDI R/ et ¢/ boot . Choose the one that best fits your
scenario.

¢ Useasetuid vovtaskerroot on alocal disk.

Use a setuid vovtaskerroot Binary on a Local Disk

If the NFSfilesystem (including the Altair Accelerator) is exported with the nosuid option, thevovt asker mgr command can
till be used viaalocal setuid-root binary on each farm host.

[/ Note: Thismethod will add the cost of having to update the hosts individually when changing versions.

For example, the binary canbeput at/ opt / rt da/ some- ver si on/ | i nux/ bi n/ vovt askerr oot . Itishelpful but not
necessary if this path isthe same on all farm hosts.

In this case, the setuid-root binaries must be created manually (the regular script is not useful. Following is an example of creating
the setuid-root binary:

% ssh sone-farm host %/ bin/su -

cd /opt; nkdir -p rtda/ CURRENT/I i nux/bin

cd /opt/rtda/ CURRENT/ | i nux/ bin

cp / network-path-to-rtda/ CURRENT/ | i nux/ bi n/ vovt asker ./vovtaskerroot
chown root: ./vovtaskerroot

chnod u+s ./vovt askerr oot

++

#
#
#
#

After creating the local vovtaskerroot, set up the taskers configuration file of the Accelerator to use the local vovtaskerroot. The
fileislocated in$VOVDI R/ . . /. ./ vnc/ vnc. swd/ t askers. tcl.

If the path to the local vovtaskerroot binary isthe same on all farm hosts, change the defaults at the beginning of the file as shown
below:

if { [file executable /opt/rtda/ CURRENT/I i nux/bin/vovtaskerroot] } {

# Use vovtaskerroot fromthe |ocal disk

vtk tasker set default -executable /opt/rtda/ CURRENT/I i nux/bi n/vovtaskerroot
} else if { [file executable $env(VOVDI R)/ bin/vovtaskerroot] } {

vt k_tasker_set _default -executable vovtaskerroot
} else {
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vtk tasker set default -executable vovtasker

}

If the path to the vovtaskerroot varies from host to host, add the -executable option to the definition for each host (instead of
changing the default).

Thetaskers.tcl File

Thet askers. t cl file describesthe taskers for a project.

Thet askers. tcl fileisaTcl script based on the procedure vt k_t asker _def i ne. The synopsis for this procedure:

vtk _tasker define hostnane [options]

The two following examples both declare three taskers on the hosts apple orange and pear:

# Fragnment of taskers.tcl file
vtk _tasker _define apple

vt k_t asker _define orange

vt k_tasker define pear

# Fragment of taskers.tcl file

foreach host {apple orange pear} {
vt k_tasker define $host

}

The following procedure supports many options to define the characteristics of the tasker. The options include "-resources
<string>" to set the resource list offered by atasker and -CPUS n to define the number of CPUs in a machine. In the following
example, the tasker on apple is set up to offer the resource "big_memory":

# Fragment of tasker file

vt k_tasker _define apple -resources "@TD@big nenory" -CPUS 2
vt k_tasker _define orange -resources "@TD@ bi g nenory" -CPUS 2
vtk _tasker _defi ne pear -resources " @TD@ bi g_nenory" -CPUS 4

The default value for all options can be changed with the following procedure vt k_t asker _set def aul t s, asshown below:
# Fragnment of taskers.tcl file
vt k_tasker set default -resources "@TD@ bi g nenory" -CPUS 2
vt k_tasker _define apple

vtk _tasker _define orange
vt k_tasker _define -CPUS 4

vtk _tasker define

There are many options that can be used with vtk_tasker_define and vtk_tasker_set_default.

Proprietary Information of Altair Engineering A A LTAI R



Altair Accelerator 2024.1.1

Altair Accelerator Administrator Guide

Option

-capabilities

-capacity

-cpus

-CPUS

-coeff

-executable

-expiredate

-failover

-host

-indirect

Proprietary Information of Altair Engineering
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doubl e

string

string

host nane

file
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Description

The capabilities that the tasker has. Thisresultsin license
checkout attempts for the specified capabilities. Possible
values: FULL, NC, PROCINFO, NETINFO, EXEC, RT. FULL
includes all capabilities. NC contains EXEC, PROCINFO and
NETINFO capabilities. Altair Accelerator enables runtime
tracing for FlowTracer. Default is FULL.

The number of concurrent jobs (job slots) that the vovtasker can
handle.

The number of CPUs in the machine, without affecting
maxload and capacity. On most platforms, the number of CPUs
is computed automatically.

Convenience option, equivalent to setting -cpus, -maxload and
-capacity at the sametime. If N isthe number of CPUs, this
options sets -cpus to N, -maxload to N+0.5 and -capacity to N.

The tasker coefficient. It isused asadivisor in computing the
effective power of avovtasker, e.g. a coefficient of 2.0 reduces
the power by half.

The executable to use (default is vovtasker). For Accelerator,
the default is vovtaskerroot.

Specifies the date and time after which the definition

of thistasker is expired, and it cannot be started

with vovtaskermgr command. The format of this
parameter isyear_ month_day hour_min_sec. Example:
2018 12 31 23 59 00

Passing this option will set the tasker's capacity to 0, which
prevents the tasker from accepting jobs and pulling alicense.
Thisalso acts as aflag to perform some failover configuration
testing, such as checking ser ver candi dat es. t cl to make
sure the tasker host isin the list, triggering a check to make
sure the host has at least as many file descriptors as vovserver
so it can operate at full capacity in the event of failover, and
checking that theser ver _el ect i on directory isempty.

The name to be used to connect to the vovserver (e.g.
"localhost")

Execute the jobs indirectly, using the Tasker* procedures
described in the given file. Thisis used in indirect taskers.
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Option Argument Description
-maxcapacity i nt The capacity of taskers can increase dynamically asaside

effect of having suspended jobs. This limits the maximum
capacity. The default value is twice the capacity.

-maxjobs i nt The maximum number of jobs atasker can execute. Taskers
will become suspended when the max is reached, and will exit
oncethe last job isfinished. Default: O (unlimited).

-maxidle ti mespec The maximum amount of time atasker can beidle (having no
jobs). Default: - (unlimited).

-maxlife ti mespec The maximum amount of time atasker is allowed to run.
Default: - (unlimited).

-maxload doubl e The maximum load for the vovtasker. Above this, its power
becomes zero, and the vovtasker does not accept new jobs until
the load declines below this value. This helps avoid overloaded

machines.
-message string Message to set on the vovtasker at startup. Should be brief.
-mindisk nunber Minimum disk space, in MB (for example, 100) or in

percentage (0%-99%, for example, 10%) ,on/ usr/t np
below which the vovtasker will automatically be suspended.

-name string Name of the vovtasker. The default is the leaf name of the
machine on which the vovtasker runs. May not contain the
"' (dot) character.

-nice i nt Run the tasker with niceness (reduced OS priority), for UNIX
vovtasker only, ignored on Windows.

-power doubl e The raw power to be used for this vovtasker. The default for
thisis 0.0, which implies that the raw power is computed
automatically upon startup. Y ou can use this to make machines
know to be identically- provisioned to have the same power.

-repeat i nt Number of identical vovtasker on a host (obsolete).

-reserve reserve expression Reserve the vovtasker upon startup. The argument is a
reservation expression.

Example1: " -reserve /john/ 3w' Thismeans create
areservation for user john with a duration of three weeks at
vovtasker startup.
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Option

-resources

-rshcmd

-serverdir

-taskergroup

-update

-vovdir

-vovtsdport

Tasker Attributes

Argument

string

string

dir

group

ti mespec

dir

port
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Description

Example2; " -reserve nenregr// 4h" Thismeanscreate
areservation for group 'memregr' with a duration of 4h at
vovtasker startup.

The tasker resources. This could be alist of literals like
"bighost maingroup” or contain symbolic values like
"@RAM@ @CPUS@". You must restart vovtaskers after
changing values specified here. For a method that does not
require restart, read about The taskerClass.tablefile.

The command used to start a remote shell on the tasker
machine. Thisisrsh by default, but it could be set, for example,
to ssh. The known values for this option are:

» rsh, the default value
» ssh, thetypical value

e vovtsd

Explicit path to the server directory for the tasker.

Definethe taskergroup int asker s. t cl . Often thisis used to
group similarly-provisioned machines.

The update cycle time (heart beat) of the vovtasker. The default
value is 60s. Y ou can use shorter values to cause resources to
be updated more frequently when using resource procedures,
being mindful of the CPU load this brings to the vovserver.

Explicit path to the VOV installation for the tasker.

Port number to be used when connecting to the VOV tasker
service daemon, vovt sd.

A tasker is characterized by several attributes. These attributes are controllable by means of the command line arguments to the
vovtasker binary aswell as by means of the procedure vtk _tasker defineinthet askers. t cl configuration file for aVOV

project.

For cases where the vovtaskers are started by submitting the binary to a separate batch queue system, the system manager may
create a copy of the vovtasker binary called vovagent . When invoked by this name, the binary will limit the values of some
attributes based on information stored in the configuration file $VOVDI R/ | ocal / vovagent . cf g.
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Attribute Name vovtasker options vtk _tasker define
option

name -a -name

capability -b -capabilities

capacity -T -capacity

maxload -M -maxload

loadsensor -L -loadsensor

coefficient -C -coeff

Proprietary Information of Altair Engineering

p.27

Description

Name of the tasker. By default, it isthe name of
the host on which the tasker is running. The tasker
name can contain alphanumeric characters, dashes
and underscores. It must be less than 50 characters
long.

If the name endswitha"_r", it probably indicates
atasker that has reconnected to the tasker after a
server crash. These taskers are used to terminate
the jobs executing at the time of the crash.

The name of arunning tasker can be changed with
vovt askerngr configure -name ...
orusingthe APl vt k_t asker config
$TASKERI D nane "newnane".

The capabilities that the tasker has. This results

in license checkout attempts for the specified
capabilities. Possible values: FULL, NC,
PROCINFO, NETINFO, EXEC, RT. FULL
includes all capabilities. Accelerator contains
PROCINFO and NETINFO capabilities. Default is
FULL.

Maximum number of jobs that can be run by the
tasker concurrently. Default is 1 slot per core
detected or specified (see -C below).

Maximum allowed load on the tasker host (default
N+0.5, where N is the number of cores detected).
The maximum load is the point at which the host
of the tasker is too busy to accept any more jobs.
A machineis considered overloaded if its load
average for either the last minute or the last five
minutes exceeds this boundary.

Use an SGE style load sensors to control power of
atasker and other resources.

The tasker coefficient (positive floating point
number, with default 1.0). This attribute is used
to adjust the raw power. A coefficient of 1.0
indicates the actual computed power of the tasker
should be used. A coefficient of 4.0 indicates the
actual power of the tasker should be divided by 4.
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Attribute Name vovtasker options vtk_tasker_define Description
option
cpus -C -Ccpus The number of CPUs in this machine. Default

isthe number of cores reported by the operating
system. This attribute affects the computation of
the actual load on the machine and by defaullt,

defines the capacity of the tasker (see -T above).

logfile - -logfile The name of thefile for the tasker log. Thefile
name is relative to the server working directory.
The file name can contain also the following
symboalic strings, which will be appropriately
substituted: @NUMBER@ @TASKERHOST@
@SERVERHOST@ @PROJECT@.

reserve -e -reserve The reservation expression for this tasker.
The argument isin the format "GROUP/
USER/DURATION", where the GROUP
and USER fields are optional. Examples: /
j ohn/ 2wuser s/ /100dr egr essi on/

j ohn/ 2w

resources -r -resources The tasker resources offered by this tasker. The
resource management determines the type of jobs
the tasker may accept.

Remote Shell Command n/a -rshemd The command used to start aremote shell tasker

on the tasker machine. The defaultisr sh (or
r ensh). Other possible values are:

¢ ssh (most common value)

e vovt sd (useful for Windows taskers),
which requiresvovt sd to be running on the
remote machine.

Tasker Environment n‘a - taskerenv A space-separated list of VAR=VALUE eements
that specify additional environment variables that
need to be defined when starting the vovtasker.
This parameter is only active when the tasker is
started. To change the environment in arunning
vovtasker you have to use the vtk_tasker_config
API.

Tasker Group n/‘a -taskergroup The group(s) the tasker isin for purpose of
viewing in the browser Ul or the vovmonitor. This
currently has no use other than making it easier to
view groups of taskers.

/\ ALTAIR

Proprietary Information of Altair Engineering



Altair Accelerator 2024.1.1
Altair Accelerator Administrator Guide

Attribute Name vovtasker options vtk_tasker_define
option

timel eft N/A N/A

transient -i -transient

Use Vovfire -E -usevovfire

update -U -update

mindisk -D -mindisk

maxidle -z N/A

maxlife -Z N/A

Proprietary Information of Altair Engineering
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Description

The time the tasker has |eft before it suspends
itself. Also, the maximum expected duration for
ajob dispatched to this tasker. This attribute is
available in the context of time variant resources
and is controlled only by means of the procedure
vtk_tasker_set_timeleft.

A transient tasker is destroyed when the vovtasker
client is terminated. On the other hand, a non-
transient tasker persistsin memory even when
vovtasker isterminated. Its status will be
"DOWN".

With this option, a direct tasker may use

vovfi r e to execute jobsinstead of the direct
execution of thejob. Sincevovf i r e does

the directory change and the setting of the
environment, the tasker does lesswork. The
environment caching of the tasker is disabled in
this mode. Thisis adevelopment option that is
useful mostly on Windows.

The period used by the tasker to update its status.
The argument isin seconds. The default is 60
seconds.

The amount of freedisk on/ usr/t np below
which the vovtasker is suspended. The default is
5MB. Many system commands and some VOV
ones depend on scratch space here.

Note: The value can be set to
0 to turn off tasker suspension,
but incorrect operation of some
commands may occur.

[

After being idle for the given time, tasker does
not accept new jobs and exits after completing
activejobs. ValueisaFlowTracer timespec,
for example, 2m. If unspecified, idletimeis
unlimited.

After the specified lifetime, tasker does not accept
new jobs and exits after completing active jobs.
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Attribute Name vovtasker options vtk_tasker_define

option

maxjobs -m -maxjobs

Manage Tasker Lists

p.30

Description

ValueisaFlowTracer timespec, for example, 2H.
If unspecified, lifetimeis unlimited.

The maximum number of jobs a vovtasker will
execute during its lifetime. When the max is
reached, vovtasker self-suspends so it stops
accepting new jobs, and will exit onceits last
running job finishes. Default: 0 (unlimited).

A tasker list is anamed, ordered list of taskers. Tasker lists can be used to enhance performance or restrict usage.

Examplesinclude:
e Make the scheduler more efficient on large farms.
e Pack jobs more tightly on the farm machines.
e Restrict jobs to selected taskers.

Every vovserver has at |east one tasker list named default, which includes all the taskers in the system. The order of the taskers
is determined by the connection order unless modified by the commands shown below. The default list cannot be deleted or

recreated; taskers can be reordered in the default list.

A tasker list can contain all taskers or a subset of taskers. A tasker list can also be empty.

L=l

lists may result in inefficient searches for available resources.

=] Note: Typicaly, asmall number of tasker lists are setup for a system, approximately 20. A large number of tasker

An administrator can create, modify and delete tasker lists with the utility vovt asker 1 i st.

vovtaskerlist
Manipulate tasker lists.

vovt askerlist: Usage Message

DESCRI PTI ON:
Mani pul ate tasker |ists.
USACE:
% vovt askerlist ACTI ON [ OPTI ONS]
OPTI ONS:
-h -- This help
-V -- Increase verbosity

Proprietary Information of Altair Engineering

/\ ALTAIR



Altair Accelerator 2024.1.1

Altair Accelerator Administrator Guide p.31

Act i ons:
create -- Create a new I|ist
append
first
| ast
get -- Cet taskers in a list
list -- List all tasker lists
del ete -- Delete specified tasker list
bi gram -- Create list of taskers with a ot of ram
smal | ram -- Create list of taskers with little ram
Note: actions can al so have a dash (list and -1ist)

EXAMPLES:

% vovt askerlist create planets "pluto jupiter uranus"
% vovt askerlist get planets

% vovt askerlist |ist

% vovt askerlist first planets jupiter

% vovt askerlist last planets jupiter

% vovt askerlist delete planets

% vovt askerlist -bigram 10000 ;; Make a list of taskers with nore
t han 10GB of RAM
% vovt askerlist -smallram 2000 ;; Make list of all taskers with | ess

than 2GB of RAM

nc taskerlist

Any user can view the tasker lists with the nc taskerlist command.

vnc: Usage Message

NC TASKERLI ST
Support tasker lists.
Taskerlists are naned, ordered |lists of taskers.

USAGE:
% nc taskerlist [OPTIONS]
OPTI ONS:
-h -- This help
-V -- Increase verbosity,
-li st -- List all available taskerlists

-get LIST -- Get the ordered taskers in the
speci fied LIST

ADDI Tl ONAL | NFO
To manage the tasker lists, you have to be ADM N
and you can use the vovtaskerlist utility.

EXAMPLES:
% nc taskerlist -1list
% nc taskerlist -get NAVECFLI ST
% nc run -r TaskerlList: NAVEOFLIST ... -- nyjob

J\ ALTAIR
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Create and Delete Taskerlists

The following example creates ataskerlist named bi g that contains five machines:

% vovproj ect enabl e vnc
% vovt askerlist create big "I nxbi g0l | nxbi g02 | nxbi gO3"
% vovt askerli st append big "I nxbi g04 | nxbi g05"

To delete the list, use the following command:

% vovt askerlist delete big

A list can be reordered by moving selecting taskersf i r st or | ast : to the beginning or to the end of the list, respectively. These
commands can also be used on the default list.

% vovt askerlist first big | nxbig05
% $VOVDI R | ast  bi g | nxbi g0l

The vtk API for Tasker Lists

vtk taskerlist create LI STNAME "list of taskers"
vtk _taskerlist_append LI STNAME "list of taskers"”
vtk_taskerlist_first LISTNAME "list of taskers"
vt k_taskerlist | ast LI STNAME "l i st of taskers"
vt k_taskerlist_get LI STNAVE

vtk _taskerlist _delete LI STNAME

vt k_taskerlist_Iist

The following example uses the vtk AP to create a vovtaskerlist that isin the reverse order of the default list.

% vovsh -x 'vtk taskerlist _create reverse [|lreverse [vovtaskerlist _get default]]

Choose a Tasker List for aJob

To choose atasker list, use the resource "TaskerList:LISTNAME" when submitting the job.

% nc run -r TaskerList:big -- sleep 100

If the specified list does not exist, the job will not run.

Control the Capacity of Taskers: Slotsand Cores
The resources of atasker include SLOTS, SLOTSTOTAL, CORES and CORESTOTAL.

For example, a machine with 8 coresis normally assigned the following resources:

CORESTOTAL#8 The physical number of coresin the machine.
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CORES/8 A consumable resource to represent the number of available cores on the tasker.
SLOTSTOTAL#3 The total number of slots available. Most jobs use only 1 slot, although you can

submit jobs that request more than 1 sot.
SLOTS/8 A consumable resource indicating the number of available slotsin atasker.

A simple single-threaded job consumes 1 slot and 1 core. A multi-threaded job may consume 2 or more cores, but conventionally it
is assumed that each job consumes only 1 slot.

Persistent Capacity Configuration

The tasker capacity is normally configured prior to atasker starting. Methods are shown below:
e -capacity or -cpusoptiontovt k_t asker defi ne
e -Tor-Coptiontovovt asker

e Including SLOTS/N in the tasker resource specification or thevovt asker command line, where N is a positive integer
number.

Refer to Tasker Attributes for more details about these methods.

Live Capacity Configuration

The behavior of manually overriding vovtasker cores and capacity has been improved. By default, the capacity follows the core
count, but it can also be manually set viathe -T option or by defining the SLOTS/N consumable resource via the -r option, where
N isapositiveinteger. In al cases, the capacity directly affects the number of slot licenses that will be requested.

On occasion, it can be useful to change the number of jobs that are allowed to run on atasker whileit islive. For example, if you
have an 8-core machine and you only want to run 4 jobs on it, you can configure the tasker on the fly as shown below:

% nc cnd vovtaskerngr configure -resources SLOTS/ 4 | nx123
[E Note: For backwards compatibility, the option -capacity in vovt asker ngr conf i gur e is still supported. This
option is ashortcut method of setting SLOTS SLOTSTOTAL CORES and CORESTOTAL all to the same amount.
% nc cnmd vovtaskerngr configure -capacity 4 | nx123
isthe same as

% nc cnd vovtaskerngr configure -resources "SLOTS/ 4 SLOTSTOTAL#4 CORES/ 4
CORESTOTAL#4" | nx123

Refresher: Submit Multi-threaded Jobs
A multi-threaded job consumes more than one core. In a 4-threaded job, a complete submission could look like this:

% nc run -r SLOTS/1 CORES/ 4 License:abc -- ny_m _job
If it isaso important to count the multiple cores towards FairShare, the -fstokens 4 option can be used:

% nc run -r SLOTS/ 1 CORES/ 4 License: abc -fstokens 4ny_m job
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Stopped Tasker's Effect on a Newly Started Tasker

When atasker has been requested to stop gracefully (allowing jobsto finish before exiting), it is suspended from scheduler
consideration and its capacity is set to 0. If the same tasker is started on the same host before the stopped tasker exits, the slots
consumed by the still-running jobs on the stopped tasker will be counted and deducted from the total slot capacity of the newly
started tasker. This helps prevent overloading the machine on which the taskers are running.

Tasker Health Checks

By default, the vovtasker does not perform many health checks. If the jobs can be executed successfully, that is normally enough of
acheck.

In some large farms, it may be useful to activate additional checks, by invoking the tasker with the option - H [PpDdWwUUu], where
the lower case characters mean "disable" and the upper case characters mean "enable" of a particular check.

Built-in Checksin vovtasker

Check Name Char Description

DiskSpace d Check spacein/t np and/ usr/t np

WritePerm w Check write permissionsin/ t np and/
usr/tnp

Portmap p Check that the portmap daemon is
responsive

UserScript u Check by executing an adminstrator-
created, installation-wide script (see
below)

From the command line, you can use the option - Hin vovtasker, asin the following example, which activates only the DiskSpace
test:

% vovt asker -H Dwpu -a my_test tasker

Fromthet askers. t cl file youcanusetheoption-heal t h STRI NGinasimilar way:

## Fragment of taskers.tcl
vtk _tasker define myHost -name ny_test tasker -health DWU

User Created Script

When enabled, the vovtasker will run an adminstrator-created script placed in a specific location in the installation. There are
security considerations in using this check, as the script will be run by any project that enables the UserScript checks.:

1. Thescript must be placed at $VOVDI R/ | ocal / tasker/ heal t h_user _scri pt. csh
2. The script should be secured appropriately to prevent unauthorized modification.
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3. Thescript will run as the user under which the project was started.

Configuration Filefor vovagent

p.35

For cases where the vovtaskers are started by submitting the binary to a separate batch queue system such as L SF or SGE, the
system administrator may decide to use vovagent , which isaspecial copy of thevovt asker binary.

When vovagent isinvoked, the binary limits the values of attributes that are based on the information stored in the configuration
file$VOVDI R/ | ocal / vovagent . cf g to ensure compliance with the underlying batch queue system's FairShare policies.

The contents of the configuration file and relation to the command lineand t asker s. t ¢l file parameters are as follows:

Attribute Name vovtasker options
maxi dl e -Z
maxlife -Z
updat e -U

Proprietary Information of Altair Engineering

vovagent.cfg option

max! dl eTi me

maxLifeTime

updat e

Description

After being idle for the

given time, tasker does not
accept new jobs and exits
after completing active jobs.
ValueisaVOV timespec, for
example, 2m. The minimum
valueis 10s, and the maximum
isthevalue of themaxl i f e
parameter or 1hour, whichever
isless. If the configuration file
is absent or does not specify a
value, the default is 1m.

After the specified lifetime,
tasker does not accept new
jobs and exits after completing
activejobs. Thevalueisa
VOV timespec, for example,
2H. The minimum value is
5m, and the maximum of
unlimited is specified by
giving O (zero) or anegative
value. If the configuration file
is absent or does not specify a
value, the default is 2H.

Specifies the update cycle
time for the vovtasker agent,
which istheinterval at which
tasker resource procedures are
recalculated. The minimum
valueis 5s, and the maximum
is half the value of the
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Attribute Name vovtasker options vovagent.cfg option Description

maxi dl e parameter or 5
minutes, whichever isless. If
the configuration file is absent
or does not specify avalue, the
default is 1m.

An example of thevovagent configuration fileis shown below.

[E/ Note: Set access permissionsto ensure that only the VOV system manager account can modify thisfile.

maxldleTine =1
maxLi feTine =1
| =

updat el nt erva 15s

Tasker Load Reports

vovtasker continuously logs 1 minute, 5 minute and 10 minute load averages of the machine where the tasker is running. Tasker
load reports are available on the Tasker Load page.

Set Up Aggregation
By default, the Tasker Load page shows the reports for all live taskers, one plot for each tasker, as shown below.
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In addition to plots of individual taskers, plots can be aggregated to show the sum of the data of a selected group of machines
(taskers). For example, the loads of the Linux machines could be aggregated and then compared to the summation of the loads of
the HPUX machines. This optional feature can be set up in the taskerload configuration file.

For the Tasker Load page, the taskerload configuration file islocated at: pr oj Nane. swd/ t asker | oad_config.tcl

For Accelerator with the queue name vnc, the taskerload configuration fileislocated at: $VOVDI R/ . . /. . / vnc/
vnc. swd/ t asker | oad_config.tcl

In the following example, three aggregation methods are set up: Oaner shi p, Type and Speed.

# Sanpl e of taskerload_config.tcl
set TASKERLQAD( aggr egat eby, Oaner shi p)
set TASKERLQAD( aggr egat eby, Type)

"Devel opnent
"Li nux"

Regr essi on Marketi ng"
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set TASKERLQAD( aggr egat eby, Speed) "Fast Sl ow!
set TASKERLOAD(t askers, Li nux) "farnmDl farnD2 farnD3 farnmd4 farnD5"

set TASKERLOAD(t askers, Fast) "farnDl farnD2 farnD4 farn07 farnD8"
set TASKERLOAD(t askers, Slow) "“farml2 farnl3 farnl4"

set TASKERLOAD(t askers, Devel opnent) "farnDl farnD2 farnD7 farnD8 farnD9"

set TASKERLOAD(t askers, Regression) "farnmD3 farnD4 farnD5 farm 06 farnl0 farmll
farm3"

set TASKERLQAD(t askers, Mar ket i ng) "farnl2 farnl4"

Setting up Aggregation by Speed

Two categories of Speed are available: Fast and S| ow. The Fast category includes machine farm01, farm02 farm04 farm07
and farm08. The SI ow category includes machine farm12, farm13 and farm14. In this case, choosing to have the report aggregated
by Speed will result in two plots: one plot with the sum of the load of the machines defined in Fast category; one plot with the
sum of the loads of the SI ow machines.

The following is an example of reports that were aggregated with Speed:
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Figure 2:
RAM Sentry

The RAM Sentry mechanism monitors the RAM utilization of the jobs and performs safety measuresto prevent the tasker's
memory resources from becoming saturated.

The RAM Sentry currently has one level of protection:
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e Suspend at swap: For taskers that have multiple jobs running, if the tasker enters swap, the RAM Sentry suspends al jobs
other than the job with the largest RAM footprint. When the large job completes, the smaller jobs will resume. While the
RAM Sentry is active, the tasker itself is also suspended, preventing any new jobs from being accepted.

Enable RAM Sentry

To enable the RAM Sentry, set the variable VOV_RAM_SENTRY to 1 before starting atasker. A ssmple choice isto add the
following linetothe $VOVDI R/ . . /. ./ vnc/ vnc. swd/ set up. t cl file, sothat all taskers have this functionality enabled:

# Add this to the vnc.swd/setup.tcl file.
setenv VOV_RAM SENTRY 1

After the tasker has started, you can control the mechanism for each individual tasker with vovt asker ngr confi gure -
ramsentry <bool ean> ..., asinthefollowing examples:

% vovt askermgr configure -ransentry 1 |inux010
% vovt askerngr configure -ransentry 0 |inux010

Define Policiesfor Taskers

Host Availability Policy

In atypical network, compute servers are available around the clock while workstations are available only during the off-hours (for
example, from 8pm to 8am and on weekends). This can be easily defined in the taskersfilevnc. swd/ t askers. t cl by adding
alinelikethe following:

vtk tasker define workstationl -resources "VovResources::Ofhours resl res2"

In the above example, "workstation1" offers the resource list "resl res2" during the off-hours. During the work-hours of the week,
such atasker will be suspended in the sense that it will not accept any new jobs. All jobs running at the time the suspension begins
are carried out to completion.

In another scenario, aworkstation is available whenever the owner is not actively using it. Y ou can specify the following in the
vnc. swd/ t askers. tcl file

vtk _tasker _define workstationl -resources "VovResources:: Wrkstation 5m 30nt

Here, "5m" indicates the minimum idle time required before any job isto be dispatched to "workstation1" and "30m™ indicates that
the tasker will not accept jobs with duration longer than 30 minutes.

Define a Custom Tasker Policy
Y ou can define a custom policy for atasker by adding a new procedure to the file $VOVDI R/ | ocal / t asker Res. tcl .

The following is an example of asimple procedure called MyNi ght for atasker that behaves differently at night than
during the day. The procedure is defined in the namespace VovResour ces and can be used by specifying the argument
VovResour ces: : MyNi ght for the option -resources of vt k_t asker _defi ne.

# Fragnment fromthe file $VOVDI R/ | ocal / t askerRes. tcl
nanmespace eval VovResources {
nanmespace export M/N ght

proc MyNight { args } {
#
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# During the night, the tasker accepts jobs up to 1 hour.
# During the day, the tasker accepts jobs up to 2 m nutes.
#
set HH [clock format [cl ock seconds] -format "%d']
regsub {70} $HH "" HH # Strip |eading O.
if { $HH >= 6 && $HH < $19 } {
vt k_tasker _set tineleft 120
} else {
vtk tasker set tineleft 3600

}
return " @TD@
}

The following should be noted:
e Theresource list for the tasker is the value returned by the procedure

e Theprocedurevt k_t asker _set timel eft n controlsthe maximum expected duration of jobs dispatched to
the tasker. The value for n must be non negative. If the value is zero, the tasker isin the "SUSPENDED" state, that isit
temporarily refuses to accept new jobs.

Time-Variant Taskers

Time-variant taskers resources can be configured using Tcl. Any procedure can be defined in the namespace VovResour ces and
then used to compute the resource list.

If the first charactersin the argument for the option -r is the sequence VovResour ces: : , then the taskers resources are
computed by executing the argument asa Tcl command.

For alist of predefined procedures, refer to Predefined VovResources:: Procedures.

A special case of aresourceisthelocal disk space on a host, which varies according to the files stored there. There may be jobs
that require a minimum amount of space to run successfully. The vovtasker implementsvt k_fs_st at (seevt k_f s) to handle
such requirements. An example is provided further below.

An dternative isto use load sensor. However, in the case of free disk space, vt k_f s st at isrecommended because it is more
efficient.

For example, taskers can be set up to offer one set of resources during the day and another set of resources during the night. The
following example is a script that computes the resource "nothing" between 5am and 8pm, and the standard resources during the
night. In addition, vt k_t asker _set _ti nmel ef t isused to control the maximum expected duration of the jobs sent to the
tasker.

nanmespace eval VovResources ({
proc Night { args } {
# Return the standard resources during the night and suspend the tasker
# during the day. During the night, the tasker progressively reduces the
# maxi mum |l ength of the jobs it accept.
set NI GHT_RESOURCES " @TD@ $ar gs"
set EVENI NG _START 19
set MORNI NG_END 6
set HH [clock format [cl ock seconds] -format "%']
regsub {~0} $HH "" HH, # Strip |eading O.
if { $HH >= $MORNI NG _END && $HH < $EVENI NG _START } {
# -- During the day, suspend the tasker.
vtk tasker set tineleft O
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} else {
# -- During the night, conpute the tinme left.
set hoursLeft [expr $MORNI NG END - $HH|
set hoursLeft [expr $hoursLeft >= 0 ? $hourslLeft
set tineleft [expr $hoursLeft * 3600]
vtk tasker set tinmeleft $tineleft

Eet urn $NI GHT RESOURCES
}
Example:
% vovt asker -r "VovResources:: N ght hspice"

These procedures are evaluated:
« Every minute, or at the interval that was selected with the option -U

» After the completion of each job.

$hoursLeft + 24]

The standard procedures are defined in the script $VOVDI R/ et ¢/ t asker _scri pt s/t asker Res. t cl . Itisrecommended
to review these procedures before implementing your own proceduresin $VOVDI R/ | ocal / t asker Res. tcl .

Free Disk Space

The following script monitors free disk space using vt k_f s_st at . This example script adds the resources WORK and SCRATCH;
the values of these resources will be the amount of disk space in MB on the corresponding filesystem.

nanmespace eval VovResources {
proc FsCheck { args } {
# Usage:

# VovResources: : FsCheck -fs WORK /work -fs SCRATCH /scratch -r @TD@-r xx

#
set resources {}
while { $args != {}
set arg [shift args]
switch -- $arg {
"-fs" {
set nanme [shift args]
set dir [shift args]

set space [vtk fs stat $dir]
| append resources "$nane#$space”

-r
| append resources [shift args]

}

return [join $resources]
}
Example:

% vovt asker -r "VovResources: : FsCheck WORK /wor k"
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Allocate Jobsto Machines Based on Per centages

All taskersin Accelerator offer aconsumable resource called PERCENT. Every job in Accelerator requests at least PERCENT/1.
If you want ajob to have exclusive access to atasker, the job should request PERCENT/100.

By default, each tasker provides PERCENT/100, but the total percentage can be adjusted for cases when part of atasker needs to
be pre-allocated for something outside of the queue. Thisis done either in The taskers.tcl File or in the taskerClass.table file by
adding PERCENT/N to the resource specification, where N is a positive integer.

SGE Style Load Sensors

vovtaskers also support SGE style load sensors. Use option -L in vovtasker/ vovtaskerroot to define the command line for the load
Sensor.
For example:

% cp $VOVDI R/ etc/tasker _scripts/load sensor_exanpl e.sh /tnp/ nmyl oadsensor. sh
% vovt askerroot -L /tnp/nyl oadsensor. sh

For security reasons, aload sensor is accepted only if it is owned either by the user or by root.

Load sensors summary:

vovtasker option -L full_path to_load sensor
taskersitcl file -loadsensor full_path to load sensor
Execution

The tasker executes the load sensor:

e Every minute
e After thetermination of ajob

Special Variables
The implementation recognizes the following special variable names:

Variable name Description

power Overrides the effective power of the tasker.

max|oad Overrides the predefined value of max load alowed by the
tasker.

All other variable names are added to the resource list for the tasker that is executing the load sensor.
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Example of a L oad Sensor
The following example can be found in $VOVDI R/ et c/ t asker _scri pts/| oad_sensor _exanpl e. sh.

#!/bin/sh
### This is the classical exanple of a | oad sensor for SGE
### Usage: % vovtasker -L /full/path/to/load/ sensor

nyhost="unane -n | awk -F. '{print $1}'°
nyid="id -u

while [ 1]; do
# wait for input
read i nput

resul t =$?

if [ $result '=0]; then
exit 1

fi

if [ "Sinput" == quit ]; then
exit O

fi

echo "Conputing | oad sensor: $input”

#

# Send:

# 1. Nunmber of users logged in

# 2. Another nunber, just for fun.

# 3. Change the power of the tasker to affect the preference
#

logins="who | cut -f1 -d" " | sort | uniqg | w -I°

| ogins="/bin/echo $logins # Trimleft white space.
echo begin
echo "$nyhost: | ogi ns: $l ogi ns"
echo "$nyhost:id: $nyi d"
echo "$nyhost: power: 42222"
echo end
done

# We never get here.
exit O

Start a Remote UNI X Tasker

On UNIX, the script vovt asker st ar t up is used to start atasker on aremote machine. This script ensures that the tasker runs

inavalid environment by sourcing the following scripts.

« $VOVDI R/l ocal / scri pt s/ vovt asker st art up. aux, if available, to perform site specific initiaization:

# Exanpl e of $VOVDI R/ | ocal / scri pts/vovt asker st artup. aux
echo "This is vovtaskerstartup.aux on “unane -n "
switch ( $VOVARCH )
case "linux*":
unlimt openfiles
br eaksw
defaul t:
endsw
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« $VOVDI R/ et c/ std. vov. al i ases, to defineall standard aiases (for example, ves).
e setup. tcl intheserver configuration directory to initialize the project environment.
If the -view option is used, the script also starts the taskers in the given ClearCase view.
The -descriptors option triggers a check to ensure the host has at |east as many descriptors as vovserver, which ensuresit can

operate at full capacity in the event of failover. It also checksthat theser ver _el ect i on directory is empty.

[E Note: For thisfunction to work, the -failover option must be used with vt k_t asker _def i ne. For more
information, refer to vtk_tasker define.

Taskerson Windows

Accelerator can dispatch jobs to taskers running on Windows hosts. Starting the taskers on Windows hosts, however, isless
automated than on UNIX hosts.

To prepare the Windows host:

1.  Mount the filesystem with the Accelerator installation on the Windows machine in the form of adrive letter. For example,
assume that the installation is mounted asf : \ r t da\ <ver si on>. Enter the location depending on your network setup.

2.  StartaWindowscnd shell . Initidize it by executing thevovi ni t . bat script that isin the installation directory under
W n64/ bat .

For the example, use:

% f:\rtda\ <versi on>\w n64\ bat\ vovi ni t. bat

Thevovi ni t. bat fileaddsthe Altair Accelerator commands to the PATH and sets other environment variables used by
the software.

Y ou may consider adding the following shortcut to your desktop to facilitate this operation in the future;

cnd /k f:\rtda\<version>\w n64\bat\vovi nit. bat

Refer to the Windows documentation to learn how you can add a shortcut to the desktop.
3. Start the Tasker Server Daemon with:

% vovt sd -user vncadmnm n

wherevncadmi n should be replaced by the login name of the Accelerator administrator who is running the Accelerator
VOVSErver.

4. Mount al other drives required to perform the tasks.

Basically, the Windows host must be capable of performing the tasks that are about to be dispatched by the Accelerator
vovserver. This means that the filesystem with the run directory must be mounted at a drive letter, since you may not change
directory to a UNC path.

Configure Taskers on Windows

1. Definethe Windowshostinvnc. swd/ t askers.tcl .
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2. Besureto add the host to the list of Windows hosts, not the UNIX hosts. These hosts need to use specia values for
the option -serverdir and -vovdir of vt k_t asker _def i ne. All of thisisalso explained by commentsin the sample
vnc. swd/ t askers. tcl file.

3. Start thetasker using, for example, a soft reset:

% ncngr reset -taskers

Windows User I mper sonation

VOV supports Windows in addition to many UNIX variants. This section describes cross-platform jobs between UNIX/Linux and
Windows.

User Accountsthat Run Jobs on Windows

The persistent Windows vovtasker runs as the user that started it, but can switch to other accounts if it is supplied with the account
credentials by the vovserver. These credentials are supplied with the job over the VOV -protocol connection between the vovserver
and the vovtasker.

Every Altair Accelerator project, including Accelerator, is a collection of jobs and files managed by avovserver. A project may
be multi-user, and the vovserver stores information about the users who have jobs in the project. Each user has an account name
that isrelated to auser 1D, and possibly to a Windows account name. The vovserver uses the operating system's mechanism to
authenticate users. A user must already have authenticated to the OS before being able to start a vovserver, and the vovserver runs
in that user's account.

There is no superuser identity such as root that can switch to other accounts without providing any credentials. For Accelerator on
Windows, a different method is used to run jobs as the submitter.

The vovtasker calls aWindows API to create a process with a username and password. The username is mapped from the UNIX/
Linux username, and the password is stored in encrypted form in the vovserver and passed to the vovtasker. The password is
destroyed immediately after use. It is possible for a UNIX/Linux user to run jobs as another Windows user, by logging onto the
machine locally with the account name and password.

After the Windows process is running as the correct user, it may need to point to different drive letters as, as each user has their
own set in recent Windows versions. For details, refer to Vov Windows | mper sonation.

Enter the Windows Password - only needed if you want to switch the user running the job

Inthevovconsol e GUI, you may enter the Windows password using the Tools > Windows Passwor d menu item. From the
command line, you can use the vovauxpasswd command.

Batch Files

In the course of running the job, the Accelerator tasker on Windows creates a batch file, and may use an optional pre- and post-job
batch file. Batch files cannot be edited by you, but the pre and post job batch files can be used for debugging purposes.

The following is an example of the pre-job batch file that if present, will be called by the vovtasker's job-bootstrap batch file. This
example records the variables and drive lettersin thefile pr e- hook. t xt .
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Example script that you must write and put in adirectory that you have to create yourself: vovbt pr e. bat that record variables
and drive lettersinto afile for troubleshooting:

set & pre-hook. t xt
net use && pre-hook. t xt

Must be in C:/tmp directory, so please create this directory

If defined, the batch file vovbt post . bat iscalled after the job. Use the same technique as the pre- file to create and use this
fiile

The following example uses the choi ce command to keep the window visible until akey is pressed.

Example script: vovbt post . bat :

REM Exanpl e script: vovbt post. bat
REM Use choice cnd to nmake w ndow stay around
choice /M"Press Y to finish"

echo done

Manage Remote Taskerswithout SSH/RSH Capabilities

The program vovt sd isadaemon written asa Tcl script that runs using the VOV vt cl sh binary. This daemon can be used also
to start various types of agents on any type of Windows or UNIX machine.

In Windows, vovt sd is started from the command line and then runsin a Windows c nd shell. Each vovserver connects to
vovt sd via TCP/IPto start the vovtasker process.

vovtsd

This utility listens for requests to launch taskers for various projects, but always for the same user. The requests typically come
fromvovt asker ngr.

Usage

vovt sd: Usage Message

VOVTSD: Vov Tasker Service Daenon
This utility listens for requests to |aunch taskers for
various projects, but always for the sanme user.
The requests typically cone from vovtaskerngr.

USACE:
% vovt sd [ OPTI ONS]
OPTI ONS:
-V -- I ncrease verbosity.
-h -- Print this help.
- debug -- Generate verbose out put.
- hel p -- This nessage.
- nor nal -- Start a nornmal daenon (for current user)
-expire <TlI MESPEC> -- Exit fromvovtsd after specified tine.
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-user <user> -- Specify the user that should be inpersonated.
vovt sd conputes the port nunber by
hashi ng the user nane.

-port <n> -- Specify port to listen to.

EXAMPLES:
% vovtsd -nor mal
% vovtsd -port 16666
% vovt sd -user john -port 16000

Start a Remote vovtasker with vovtsd

Tousevovt sd on Windows, follow these steps:

1. Start acommand shell on the Windows workstation as the user who is supposed to run the taskers. See below if this user
needs to be different from the user logged in on the screen.

2. Set up the shell to use VOV with thevovi ni t command. This sets the needed environment variables, including PATH.
c:\tenmp> \<install path>\w n64\ bat\vovi nit

3. Mount al filesystems using the appropriate drive letter; these need to agree with the values of serverdir and vovdir in the
t asker Res. t cl filefor the VOV project.

4. Startvovt sd, possibly using a new window. The -normal option saysto use a TCP/IP port cal culated from the username.
Y ou may specify the port explicitly by using the -port option.

c:> start vovtsd -nornal

Run vovtsd as a Different User

The vovtasker started by vovt sd will run asthe user running vovt sd. If you need for this to be different from the user logged in
at the keyboard and screen, you have several options.

On Windows 2000 and Windows XP, you can usether unas. exe command included with the operating system. For example, on
Windows XP, logged in as 'userl’, you could start a command shell using:

C.\tenp> runas /user:donai n- nane\ user nane cnd

[E Note: Youmay need to mount the filesystems for that user. On Windows NT, the drive |etters are shared, but on
later versions, each user can mount a different filesystem on a given drive | etter.

Black Hole Detection

A Black Hole is atasker that appears healthy but is unable to execute jobs. All jobs sent to that tasker quickly fail, and the tasker
appears ready to execute the next job in queue, although all jobs submitted to that tasker fail.
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On agiven tasker, if anumber (bl ackhol eFai | edJobs) of consecutive jobs fail within arelatively short time

(bl ackhol eDi scar dTi nre), the tasker is potentially ablack hole. The tasker is certainly a black hole only when we know

that alarge fraction (bl ackhol eFai | Rat e) of those jobs succeed on other taskers. When atasker isapotential back hole, it is
suspended for a short amount of time (bl ackhol eMaybeTi ne), typically around 10 seconds. When atasker isablack hole, it is
suspended for alonger period (bl ackhol eSuspendTi nme) typically around 10 minutes.

To activate the functionality, use:

% nc cmd vovsh -x 'vtk _server_config bl ackhol edetection 1'

To disable the functionality, use:

% nc cmd vovsh -x 'vtk_server_config bl ackhol edetecti on 0

To check whether black hole detection is active, use:

% nc cnd vovsh -x 'vtk _generic_get policy a; parray a' | grep blackhol e

Troubleshooting a SICK Tasker

The vovserver marks avovtasker SICK when it has not received the vovtasker's heartbeat message for three consecutive update
cycles.

Possible causes include:
»  The machine has crashed
« The machine got disconnected
e Thetop-level vovt askerr oot process has crashed or was killed

Since there is no single solution to this problem, here is a short debugging guide.

1. Isvovtasker SICK?
If vovtasker is SICK, use:

% nc cnmd vovtaskerngr stop nane-of - SI CK- vovt asker
% nc cnd vovtaskerngr start nane-of - SI CK- vovt asker
Otherwise, vovtasker will not start.
2. Isthe machine running?
* No: you have anetwork problem:; call IT
¢ Yes: continue
3. Isvovtasker/vovtaskerroot stuck?

a) On Linux, check the process status with:

# root privilege is needed
% strace -p Pl D% pstack PID

where PID isthe PID of the vovtasker/vovtaskerroot process.

* No: continue
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¢ Yes: often, the output of st r ace and pst ack help diagnose the problem (e.g. abad NFS mount, an unresponsive
LDAP, ...).

Sometimes you may not be able to figure out what is holding up the vovtasker. Submit a support request at Altair
Community for assistance.

Tasker Reservations

A vovtasker may be reserved for one or more:
e Users
e FairShare groups
e OSgroups
* Jobclasses
e Job projects
e Jobs
* Buckets

Thereservation is always for a specific period of time, starting at any time and ending some time in the future. If theend timeisin
the past, the reservation isignored and removed. The reservation can be very long, for example thousands of days.

A tasker can have multiple reservations at any time. Jobs that do not match any reservation are not sent to the tasker if the tasker is
reserved. For example:

« |If the tasker isreserved for a user, only jobs submitted by that user may be dispatched to that tasker.

« If the tasker isreserved for agroup, only jobs from that group may be dispatched to that tasker.

« |f thetasker isreserved for auser and a group, only jobs submitted by that user who belongs to that group may be dispatched
to that tasker.

Negated Reservations

Taskers may also be reserved for a negated set, in order to prevent access to the tasker by jobs that match members of the set.
To negate a tasker reservation, simply place anot symbol "!" at the beginning of the reservation expression. For example, the
command vovt asker ngr reserve -user '!john,nmary' -duration 1h tasker1 will alow thetasker named
t asker 1 torunjobsfrom any user except j ohn and mar y for 1 hour. Any valid reservation expression can be negated.

Note: If you are negating alist, use the not symbol ONLY at the beginning of the list; you should NOT placea"!"
before every item.

=

Persistent Reservations

Reservations are persistent. If you stop atasker and restart another one with the same name, the new tasker will inherit the
persistent reservation of the old tasker. Expired reservations are removed frequently.

If atasker isrenamed, the corresponding reservations get updated too. So, the reservations do not get lost.

Reservation rules
Only reservations with end time later than the current time are valid.
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There can be multiple reservations on a vovtasker. But thereis only one active reservation. If there is already an active
reservation, a new reservation overlapping time with the active reservation can be created but ignored. When the active
reservation expires (end time passes current time), a new active reservation with earliest start timeis picked.

Reservation only applies to normal (direct) taskers or BPS agents. Making reservations on indirect taskersis not allowed.

Duplicate reservations

A new reservation can be created if the reservation is different from existing reservations. Two reservations are the
sameif the following attributes of reservations are the same. All of these attributes can be specified when creating a
reservationusing vt k_reservati on_cr eat e. If areservation is created through vovtaskermgr, vtk_tasker reserve,
andtaskers.tcl,start tineandend tine arenotused asidentifiers. The existing reservation with the same
other attributes are updated with the new start time and end time. If there is no existing reservation, a new reservation is

created.

type

what

start time

end tine

user

group

osgroup

j obcl ass

j obpr oj

bucketid

id
Reserve a vovtasker
There are several waysto create a new reservation.

Alwayst asker if thereservation isfor tasker.

List of tasker names that thisreservation is reserving
Reservation start time

Reservation end time

Reservation is for these users

Reservation is for these groups

Reservation is for these osgroups

Reservation is for these jobclasses

Reservation is for these jobprojects

Reservation is for these bucket IDs

Reservation isfor thesejob IDs

vovtaskermgr, t asker s. t cl , and vtk_tasker reserve creates a new reservation, but if there is an overlapping reservation with
the same parameters, the existing oneis updated withnew st art _t i ne andend_t i ne. These are the same with running
vt k_reservati on_cr eat e with the -update option.

On the Command Line: vovtaskermgr reserve

The syntax is:

% vovt askerngr reserve [options] <taskers_list>

where the options could be;

-user Comma separated list of users

-group Comma separated list of groups
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-jobproj Comma separated list of job projects
-jobclass Comma separated list of job classes
-0sgroup Comma separated list of OS groups
bucketid Comma separated list of bucket IDs
-id Comma separated list of job IDs
-start Start time
-end End time
-cancel
<tasker_list> List of tasker names to reserve.

For example, the following command reserves taskersj upi t er and al paca for user john for 3 hours starting from now.

% vovt askerngr reserve -user john -duration 3h jupiter al paca

With - cancel option, al reservations on the specified tasker(s) will be removed.

% vovt askerngr reserve -cancel jupiter al paca

The following command shows all reservations for taskers.

% vovt asker ngr reserveshow

In thetaskers.tcl File
Thisis useful to reserve atasker from the instant it is created. Use option -reserve of vtk_tasker define.
The reservation expression argument to the -reserve option takes space-separated list of key value pairs, where the key is one of

USER, GROUP, JOBCLASS, JOBPRQJ, BUCKET, DUR, QUANTI TY. If the key is DUR, the value is atime spec. If not specified,
the default duration is 1 year. For the other keys, the value is a comma-separated list.

Examples:

vt k_tasker define jupitar -reserve "USER john, mary JOBCLASS spectre"
vt k_tasker _define al paca -reserve "JOBPRQJ chi pa, chi pb DUR 3w’

The old form GROUP/ USER/ DURATI ONis accepted. The GROUP and USER parts are optional, but the separators ('/', the forward-
slash character) must be present. The duration is expressed as a VOV timespec, e.g. 2d for two days. If only digits are present, the
valueisinterpreted as seconds.

-reserve is passed to vovtasker executable as -e option. If advanced users want to run atasker with -e option for initial reservation,
the syntax isthesameasvt k_t asker _defi ne -reserve option.
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Reserving a Tasker viathe Browser

Open the tasker page to reserve aparticular tasker. It isat the URL / t asker /t asker | d. Fill out asimple form, indicating
which user, group, OS group, job class, and/or job project for this tasker isto be reserved, as well as start time and duration. After
you select the duration, the form will be submitted.

Click Forget to cancel the tasker reservation, if you are ADMIN.

vtk _tasker_reserve Tcl Interface
With Tcl, you can use tasker reservations. The syntax is:

vt k_tasker _reserve taskerld [-user <userl,user2,...>]
[-group <groupl, group2,...>]
[ -osgroup <osgroupl, osgroup?2,...>]

[-jobclass <jobclassl,jobclass2,...>]
[-jobproj <jobprojl,jobproj2,...>]

[ -bucketid <bucketidl, bucketid2,...>]
[-id <jobidl,jobid2,...>]

[-start <starttinme>]

[-end <endtine>]

[-duration <reserved_duration>]

For example, the following line will clear (cancel) all reservations on tasker 00001230, if there is one. Otherwise, this doesn't have
any effect.

vt k_tasker _reserve 00001230

The following line reserves tasker 00001230 for user j ohn for 3 hours starting from now.

vt k_tasker _reserve 00001230 -user john -duration 3h

This reserves tasker 00001230 for user j ohn in group al pha for 2 weeks starting from one hour from now.

vt k_tasker _reserve 00001230 -user john -group alpha -start [clock scan "1 hour"] -
duration 2w

vtk _reservation_create Tcl Interface

Youcanusevt k_reservation_createinaTcl interface. Thisisanew interface introduced in 2017 version to support
multiple reservations per tasker.

The syntax is:

vtk _reservation_create <type> <what> <quantity> <start_tinme> <end_tinme> [options]

where:
<what> Comma separated list of tasker names
<guantity> Not used for tasker reservations
<gtart_time> Reservation start time
<end_time> Reservation end time

And the options could be:

/\ ALTAIR

Proprietary Information of Altair Engineering



Altair Accelerator 2024.1.1

Altair Accelerator Administrator Guide p.54
-user Comma separated list of users
-group Comma separated list of groups
-0sgroup Comma separated list of OS groups
-jobclass Comma separated list of jobclasses
bucketid Comma separated list of bucket IDs
-id Comma separated list of job IDs
-update

For example, the following Tcl script creates areservation for host1 and host2. It reserves 4 dots of each host. It returns ID for the
reservation. The ID can be used to update and delete the reservation.

set now [cl ock seconds]
vtk _reservation create tasker hostl,host2 1 $now [expr $now+3600] -user brian

If al attributes are the same as one of existing reservations, vt k_r eser vat i on_cr eat e will returnnochange.

With -update option, it looks for areservation which has same attributesexcept st art _ti ne andend_t i me but the reservation
period is overlapping. If there is one, the existing reservation isupdated withst art _ti me andend_ti ne.

set now [cl ock seconds]

set end [expr $now+3600]

set end2 [expr $now+7200]

vtk _reservation create tasker |ocal host 1 $now $end -user john #creates a new
reservation

vtk _reservation_create tasker |ocal host 1 $now $end -user john #returns "nochange"

vtk _reservation create tasker |ocal host 1 $now $end -group gl #creates a new
reservation

vtk_reservation_create tasker |ocal host 1 $now $end2 -user john -update #updates the
first

Manage Reservations
To show all existing reservations, use:

% vovshow -reservations
To forget al reservations, use:

% vovforget -allreservations
% vovforget <reservationld>

Reservations datais accessible with vovsel ect aswell.

% vovsel ect id,reserveuser,reservestart,reserveend fromreservations
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vtk _reservation_get Tcl Interface
vtk_reservation_get <reservationld> <vari abl e> providesthe details about areservation.

vtk_reservation_get 21673 info
parray info

Prints out the following information:

i nfo(id) = 21673

i nfo(quantity) =1

i nfo(reservebucketid) =

i nfo(reservecreated) = 1513026518
i nfo(reservedby) =jin

i nfo(reserveend) = 1513199318
i nfo(reservegroup) =

i nfo(reserveid) =

i nfo(reservej obcl ass) =

i nfo(reservejobproj) =

i nfo(reserveosgroup) =

i nfo(reservestart) = 1513026518
i nfo(reserveuser) =jin

i nfo(type) = tasker

i nf o(what) = |l ocal 2

vt k_reservati on_update <reservationld> <fiel dname> <new _val ue> updatesafield of reservation with a
new value. Available field names can be found by vovsel ect fi el dname from reservati ons onthecommand line.

vtk reservation_update 21673 RESERVEUSER r obert

vtk _reservation_del ete <reservationl d> removesthereservation.

vtk reservation delete 21673

Number of Reservations and System Perfor mance

Many reservations on each tasker may slow down the system. Upon choosing the right tasker to run ajob, the algorithm
considers all reservations. It is recommended to use the limited number of reservations per tasker. By default, the maximum
number of reservations per tasker is set as 10 and thisis configurable through a server parameter t asker . max. reserve in
policy.tcl.

Clean up Processes L eft Behind by Completed Jobs

Some third-party software has atendency to spawn child processes but do not ensure that they are cleaned up once the main
process ends. This behavior can lead to overloaded, and in extreme cases, unresponsive hosts. Accelerator can be configured to
enable automatic cleanup of such processes. This functionality is supported on Linux only.

[E Note: Whileautomated cleanup is an effective strategy for combating this problem, the behavior should not be
considered as normal, and it is recommended to report it to the third-party software vendor when it is encountered.

If enabled, for each job that has ended, the vovtasker will parse the environment metadata for each process that exists on the
host. If the VOV_JOBID environment variable exists in the environment for a process, and its value matches that of the job that
has ended, the process will be marked as an orphan process that must be cleaned up. Since child processes inherit their parent's
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environment, the vovtasker will be able to identify related child processes hierarchically. Once all orphan processes have been
identified, the vovtasker will send the KILL signal to each one and will print a corresponding message in the tasker log.

[E Note: Processesthat create their own environment from scratch, as well as ones that explicitly remove the
VOV_JOBID variable from the environment will not be cleaned up by this feature.

1. Toenablethisfeature, add the following line to the $SWY pol i cy. t cl file
set config(tasker.chil dProcessC eanup) 1

2. Oncethefile has been edited, reread the policy via:
% nc cnd vovproject reread

3. Toconfirm the feature is enabled:

% nc cnd vovsel ect paramtasker. chil dProcessC eanup from server

A value of 0 indicates the feature is disabled (default), whereas a value of 1 indicates the feature is enabled.

Web Server Configuration

HTTP Access Models
There are 3 HT TP access models:

¢ Legacy
¢ Internal/Externa
¢ Nginx

L egacy Webserver

The Legacy webserver is the basic web server that isinternal to vovserver and serves content directly to web browser clients.

All traffic is transmitted using HTTP protocol and is unsecured. This method is approriate for REST versions up to version 2.0.

Thisisthe case when
e webport =0, or

e webport !'= 0andwebprovi der=ngi nx

Internal Webserver

The Internal webserver is an enhanced web server that isinternal to vovserver, for secure pages and all REST versions.

The Internal webserver is established when

e webport !'= 0andwebprovi der =i nt ernal
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To specify the web port at product start, refer to the product-specific documentation for startup. To change the port in an already-
running product instance, see Advanced Control of the Product Ports. To enable SSL support (HTTPS), follow the stepsin
Configure the TLS/SSL Protocol.

You get REST v3 APl support from this webserver, and we still transparently del egate some HT TP requests to the old web server
on the VOV port.

The Internal server securely handles all incoming traffic, decrypting it before handing it off to the locally running vovserver.
Likewise, any response that is sent back to the browser is routed through the Internal webserver, which encrypts the response and
sends it to the browser. Thisimplementation is known as an SSL termination proxy.

nginx Webserver

The vovserver serves content to a proxy webserver (nginx), which communicates to web browser clients. Under this model, SSL
can be enabled, securing al traffic using the HTTPS protocol.

The nginx web server is enabled when the web port is configured with anon-zero value. To specify the web port at product start,
refer to the product-specific documentation for startup. To change the port in an aready-running product instance, see Advanced
Control of the Product Ports. To enable SSL support (HTTPS), follow the stepsin Configure the TLS/SSL Protocol.

For experts only, advanced customizations to the nginx configuration can be made by modifying its configuration template.
Configuration templates are searched for in the following locations:

Order Type Path

1 I nstance-specific $SWD vovngi nxd/ conf/
ngi nx. conf.tenpl ate

2. Site-wide $VOvDI R/ | ocal /
confi g/ vovngi nxd/
ngi nx. conf.tenpl ate

3. Installation-specific(edits not $VOVDI R/ et ¢/
recommended) confi g/ vovngi nxd/
ngi nx. conf.tenpl ate

If customizations are intended, it is recommended to start with a copy of the default configuration template shown at location 3
above and place into either location 1 or 2.
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Note:

» The configuration template is copied into the nginx configuration directory located at $SWY vovngi nxd/
conf , named asngi nx. conf . The copy is made upon product start, as well as any time the web port or SSL
configuration is changed.

» Changesto the actual configuration file can be read into nginx viathe vovdaenonngr rer ead
vovngi nxd command, but such changes will be overwritten the next time the configuration template is
copied.

e The configuration template contains keywords surrounded by @ signs, such as @WEBPORT @, that are
dynamically substituted with values during the copy process. Removal of these keywords is not recommended,
asit may effect the ability for nginx to be reconfigured in the event of avovserver failover.

Configurethe TLS/SSL Protocol

Theinternal and nginx webservers support TLS/SSL Protocol communication via "https' - prefixed URLs when configured
correctly.

The vovserver serves content to a proxy webserver (nginx), which communicates to web browser clients. Under this model, SSL
can be enabled, securing all traffic using the HTTP protocol.

When SSL is enabled, nginx will look for an SSL certificate/key pair in the following locations:

Order Type Path Files

1 Site-wide wildcard $VOVDI R/ | ocal / ssl wi | dcard-crt. pem

wi | dcar d- key. pem

2. Host-specific $SWY confi g/ ssl host nane-crt. pem

host nane- key. pem

3. Host-specific (auto-generated  $SWDY confi g/ ssl host name- sel f -
and self-signed) crt.pem

host nane- sel f -
key. pem
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5/ Note

* For hostname, use the actual host name that will be used to access the web Ul. Thiswill be the
value of VOV_HOST_HTTP_NAME that was set in the configuration. If not defined, the value of
VOV_HOST NAME is used instead.

To use the fully qualified domain name, the value of VOV_HOST_HTTP_NAME must be set.

» Sdf-signed certificates will present security warnings in most browsers.

Updating the TLS/SSL cert requires restarting the webserver so that the cert files can be re-read. For the internal webserver, see,
"Restarting the Webserver" below.

Guest Access Port

The vovserver can be configured to enable a guest-access port, also called the read-only port due to the limited privileges allowed
by the port. This port bypasses the login prompt and provides the user with a READONLY security principle, which disallows
access to writable actions as well as certain pagesin the Ul.

To specify the guest access port at product start, refer to the product-specific documentation for startup. To change the port in an
already-running product instance, follow the steps in Advanced Control of the Product Ports.

Transition from nginx Webserver to Internal

To transition from external (nginx) to the internal web server, follow these steps:

1. Shut down nginx with the command vovdaenonngr stop vovngi nxd.
2. Delay for 5 seconds with the command sl eep 5.
3.  Start theinternal web server withvovser ver ngr confi g webprovi der internal.

Restarting the Webserver

Complete the following stepsto restart the webserver without bringing down vovserver.
1. Enter thefollowing:
vovserverngr config webport O
2. Wait five seconds, then enter:

vovservernmgr config webport $VOV_WEB PORT_NUMBER

Altair Accelerator Configuration

Many aspects of Accelerator behavior can be customized.
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e Cachingof nc |i st resultsmay be configured in thefile $VOVDI R/ | ocal / vncli st. config.tcl

# Exanpl e content of vnclist.config.tcl
# enable 'nc list' local caching
set NCLI ST(cache, enable) 1

# Ot her variables used in global array NCLI ST (not settable)
#set NCLI ST(cache, ti meout, def aul t)

#set NCLI ST(cache, cacheFi |l e)

#set NCLI ST(cache, cacheFp)

# environment variables that influence "nc list' caching

p.60

# NC_LI ST_FORVAT

# NC_LIST CACHE DIR ; # default

# NC_LI ST_CACHE_TI MEOUT

Job Submission Policy

~/ . vov/vncli st.caches/ <project>. ..

The job submission behavior of Accelerator or Accelerator Plus can be controlled by the filevnc_pol i cy. t cl , which residesin

the vovserver configuration directory.

Thisfileis used to define the procedures that are listed below.

[E Note: vnc_policy.tcl cannow resideinvnc. swd/ vnc_policy. tcl aswell as$VOVDI R/ | ocal /

vnc_policy.tcl.

When placed in the configuration directory, it only affects that Accelerator instance. When placed in the ‘local’

directory, it affects al Accelerator instances.

Proceduresfor Customizing Job Submission

Procedure Args
VncPolicyDefaultPriority { user }
VncPolicyDefaultResources  {}

V ncPoalicyGetJoblnfo { key }

Proprietary Information of Altair Engineering

Description
Assign the default priority to ajob based on the user.
Compute the default resources required by a job.

Retrieve job information. Following are the available key
values:

tool Tool or command name, such as hsim

command Complete command line (without
wrapper)

user L ogin name submitting the job

setName Name of the set in which the job isto
be placed

group The group the submitter requested
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Procedure Args

VncPolicyUserPriority { user

schedPriority }

VncPolicyUserPriorityExec { user

execPriority }
VncPolicyVaidateCommand { commandLi ne }
VncPolicyValidateEnvironment { envNane }

VncPoalicyValidateOptions { subCommand argv }

VncPolicyValidateResources { reslist }

Examplefor VncPol i cyVal i dat eOpti ons:

p.61
Description
inputs Inputsto the job
outputs Output files of the job
mailuser Email address, if notification was
requested
wrapper Name of the FT wrapper program, such

asvw

priority,default Default submission priority

priority Requested submission priority

r esour ces Requested submission resources

env Name of requested job run environment
xdur Expected duration of job

Limit the scheduling priority based on the maximum allowed to
the user.

Limit the execution priority for ajob. By default, this returns
the priority that has been passed in.

Make sure that the command line for a job obeys site-specific
rules.

Make sure that the environment name for a job obeys site-
specific rules.

Ensures the arguments obey site-specific rules. Returns a
modified list of options.

See example below.

Ensure that the resource list for ajob obeys rules defined by the
Accelerator administrator.

proc VncPolicyValidateOptions { subCommand argv } {

set nargv []
set maxAut oKi I | [ VovParseTi meSpec 30d]
while { $argv ne {} } {
set arg [shift argv]
switch -glob -- $arg {
"—autokill" {
| append nargv $arg

Proprietary Information of Altair Engineering
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set val ue [ VovParseTi meSpec [shift argv]]
if { $value > $nmaxAutoKill } {

| append nargv "30d"
} else {

| append nargv $val ue

}
defaul t {
| append nargv $arg

}

return $nargv

}

TheVncPol i cy* procedures are called at job submission time, and may cause the job entered into the server to have modified
resources or priority compared to what the submission requested.

Thefollowing isan examplefor vnc_policy.tcl:

# This is an exanpl e of vnc_policy.tcl
proc VncPol i cyDef aul t Resources {} {

gl obal env

return "$env(VOVARCH) RAM 50"

}

proc VncPolicyValidateResources { resList } {

# This policy adds a mi ni nrum RAM requi r enent
# for all subnmitted jobs.
# gl obal VOvV_JOB DESC
if { $VOV_JOB DESC(tool) == "vovresgrab" } {
# Do not touch this type of jobs (see vovresreq).
return $resLi st
}

if [regexp "RAM " $resList] {

# Job al ready has a RAM constraint.
} else {

# Add a RAM constraint.

| append resLi st "RAM 100"

return $reslLi st

}

The following is an example using the tool name. This can be used to send jobs of a certain tool to specific hosts. A Tcl
cat ch{ } isusedin case someone uses thisfile with an older version by mistake.

Fragment of $YOVDI R/ | ocal / vnc_policy. tcl:

# This is a second exanple of vnc_policy.tc
proc VncPol i cyDef aul t Resources {} {

gl obal env

return "$env(VOVARCH)"

}

proc VncPolicyValidateResources { resList } {

# This policy sends tharas jobs to vovtasker hosts offering 'tharas_host'
# and keeps ot her kinds of jobs off those hosts
#
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catch {
set jtool [VncPolicyGetJoblnfo tool]
if { "$jtool” == "tharas" } {
| append_no_dup resList tharas_host
} else {

| append_no_dup resList "!tharas_host"

return $reslLi st

Throttling Job Submission Rate

Thereis aso away to throttle users who have submitted a number of jobs over a configurable threshold. This was implemented
so that users trying to submit too many job in asmall time frame can not overload vovserver. The process adds a delay to job
submission for users that have gone over that threshold.

Note: Although mentioned in this section because they affect job submission, these values are set in the vovserver

=5

configuration filepol i cy. tcl .
Procedure Args Description
hog. protection. enabl e () The default is 0, which meansit is disabled. Add a1 to enableit.
hog. prot ecti on. jobcounttl( N) N represents the number of jobs which will trigger this threshold. Default
is100000. Min value is 1000. Max value is 999999.
hog. protection.clientdele( S) Sisthe number of seconds to delay the submit of a user how has

triggered thisrule. The default is 1 second. Minis 1 second. Max is 600.

nc run Command

Thenc r un command has built-in default features that include checking the validity of the run directory, enabling job profiling,
etc. This section describes how the Accelerator administrator can use the file $VOVDI R/ | ocal / vncrun. confi g. tcl to
modify some defaults.

Thisfile does not exist by default; it must be created when needed.

The defaults for job characteristics are controlled by entriesin the VOV_JOB_DESC array variable. Thevncr un. confi g. t cl
fileisloaded after the defaults are set; these defaults can be overridden.

For additional information, refer to Define Jobclasses for details about VOV_JOB_DESC.

Examples

When submitting a job, the default isto check for alogical name (equivalence) for the filesystem where the run directory is
located. Thisis controlled by thecheck, di r ect ory dot.

To change the default to not check the directory, add the following to thevncr un. confi g. t cl file

set VOV_JOB DESC(check, directory) O
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When submitting a job, the default is not collecting profile information, because the data can be large, unless the -profile option is
used. To make profile collection the default setting, add following to the config file.

set VOV_JOB DESC(profile) 1
An examplefileisincluded below that shows some other commonly-used settings:

# Exanpl e content of vncrun.config.tcl
set VOV_JOB DESC(check, directory) 0

# Other settings that may be useful.

# set VOV_JOB DESC(priority,default) [VncPolicyUserPriority $usernane]
# set VOV_JOB DESC(priority, sched) $VOV_JOB DESC(priority, default)
# set VOV_JOB DESC(priority, exec) $VOV_JOB _DESC(priority, default)
# set VOV_JOB DESC(autokill) 0

# set VOV_JOB DESC(aut of orget) 1

# set VOV_JOB DESC(I egal Exit) "o"

# set VOV_JOB DESC(nmi |l user) "

# set VOV_JOB _DESC(wr apper) "vw'

# set VOV_JOB DESC( preenpt abl e) 1

# set VOV_JOB DESC(profile) 0

# set VOV_JOB DESC(schedul e, date) 0

# set VOV_JOB_DESC( xdur) -1

Configure Callbacks with vnccallbackaction

In some jobclasses, it may make senseto call custom procedures:
* Right after ajob has been created, i.e. as soon aswe know its Vovid
* Right after ajob or set has been scheduled

This behavior is controlled by VncCal | backAct i on. The behavior of this procedure is documented by the following example:

# Exanple of a jobclass with custom callback to be invoked after the
# job has been creat ed.

set VOV_JOB DESC(resources) "unix RAM 100"
# ... other jobclass stuff

### Cal | back secti on.
proc MySpeci al Procedure { jobld } {
vtk_transition_get $jobld joblnfo
if { $ oblnfo(env) eq "SNAPSHOT" } ({
set joblnfo(env) "MENV'
vtk _transition_set $jobld joblnfo
}
}

proc MySpeci al O eanup { args } {
VncCal | backAction del run post_create My/Speci al Procedure
VncCal | backAction del run finish MySpeci al C eanup

}

# VncCal | backActi on verbose
# VncCal | backActi on qui et

VncCal | backActi on add run post_create My Speci al Procedur e
# VncCal | backAction add run post_schedul e MySomeQt her Proc
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VncCal | backAction add run finish My Speci al C eanup

Speed up ncrun

The overhead inthenc r un commands consists mostly in the on-demand compilation of Tcl code and secondarily on the number
of round-tripsto vovserver.

(Experimental feature) To amortize the Tcl compilation across multiple job submission, you can use the nc - option and then pipe a
large number of run ... commands, asin the following example:

% nkfifo /tnp/vovfifo$USER $$
%nc - < /tnp/vovfifo$USER $$
% echo run hostname >> /tnp/vovfifo$USER $$

To limit the number of round trips, you can define a number of environment variables that define semi-constant values, namely:

« NC_URL: Thisisthe main URL for the vovserver and is used to compute the full URL for each submitted job. If not defined,
thecodeinnc r un needsto query the server about the HTTP server name and the WEB port.

« NC_DEFAULT_JOBCLASS: Thisisthe name of the jobclass to be invoked by default. It can be set to the empty value. This
is supposed to have the same value as

“vovprop GET 1 NC_DEFAULT_JOBCLASS

* NC_VALID_DIRECTORIES: Thevalueisalist of directories from which it is acceptable to submit jobs, all in addition to
directoriesthat contain the . vnc file. It can be set to the empty value. Thisis supposed to have the same value as

“vovprop GET 1 NC VALI D DI RECTORI ES

These variable can be set, for example, intheset up. t cl file

# Fragnent of the setup.tcl file

# Used to speedup nc run

setenv NC _URL https://nchost: 6271
set env NC_DEFAULT_JOBCLASS nor nal

setenv NC_VALI D DI RECTORI ES ""

nc list Command

Thiss section describes how the Accelerator administrator can use thefile $VOVDI R/ | ocal / vncl i st. confi g. t cl to modify
some defaultsfor thenc | i st command. Thisfile does not exist by default; it must be created when needed.

Enable List Cache

By default, list results are obtained from the server in real-time. In large-scale workload environments, repeated queries can impact
server performance. To reduce thisimpact, alist result cache can be enabled:

# Exanpl e content of wvnclist.config.tcl
# enable '"nc list' |ocal caching
set NCLI ST(cache, enable) 1

/\ ALTAIR

Proprietary Information of Altair Engineering



Altair Accelerator 2024.1.1
Altair Accelerator Administrator Guide p.66

Configure List Cache Expiration

If thelist cacheis enabled, list results will be written to a client-side file, and subsequent list requests will be obtained from this
file, up to the cache expiration. The default expiration is 30s from creation. After thistime, the cache file will be regenerated upon
the next list request. To set the cache expiration to a different value:

set NCLI ST(cache, ti meout, default) 60

# Ot her variables used in global array NCLIST (not settable)
#set NCLI ST(cache, ti nmeout, def aul t)

#set NCLI ST(cache, cacheFi | e)

#set NCLI ST(cache, cacheFp)

Disable Listing by Job Name

Another list operation that can affect server performance in alarge-scale workload environment islisting by job name. Thisis due
to the need to compare string values across many jobs. Listing by job name can be disabled entirely by setting:

set NCLI ST(!i st byj obnane, enable) 0

Influential Environment Variables
Environment variables that influencenc 1i st caching:

# NC LI ST_FORVAT
# NC LI ST CACHE DIR ; # default ~/.vov/vnclist.caches/<project>...
# NC_LI ST_CACHE_TI MEOQUT

nc wait Command

This section describes how the Accelerator administrator can use the file $VOVDI R/ | ocal / vncwai t . confi g. t cl to modify
some defaultsfor thenc wai t command. Thisfile does not exist by default; it must be created when needed.

Examples
Add Poalling for Wait Calls

# Use 2s polling for all wait calls instead of listening to the event stream (-

p) _
set polling 2000

Show Job Info

# Al ways show job info (-]jobinfo)
set VNCWAI T(showdobl nfo) 1

Register a Call-Back Command

# Register a call-back command (-call back)
set VNCWAI T(cal | backCnd) {$VOVDI R/ | ocal / myWai t Cal | back. sh}
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Accelerator GUI

The Accelerator GUI isimplemented in Tcl/Tk. By editing the file, the appearance can be customized and extra elements can be
added. The customization fileisgui . t cl , which located in the server configuration directory (normaly $VOVDI R/ . . /. ./
vnc/ vnc. swd/ gui . tcl).

In the following example, a button is added at the bottom of the GUI, which is only available when the GUI is started with
environment variable SIMPLEDEMO set.

#
# This is a fragnent of vnc.swd/gui.tcl
# to denonstrate the custom zability of the NC GU .
#
if [info exists env(SI MPLEDEMD)] {
button .deno -text "Sinple Custonization Denp" -command {
puts "You can run any comrand you want."

pack .denmp -side bottom-fill x -expand O

}

To test and verify the customization, use the following command:

% env SI MPLEDEMO=1 nc gui &

Web Interface

Some features of the Accelerator web interface can be configured by the administrator. Configuration for these items is performed
inthevnc. swd/ confi g/ web. cf g file. The complete list of customizable items is shown below.

Example Configuration: $VOVDI R/ et ¢/ confi g/ nc/ web. cf g

### NODE VI EWER SETTI NGS

#### Use a select (drop-down) nmenu for priority-based retrace controls
# Set to O to disable, set to 1 or comment-out to enable (default)

# set nodevi ewer(retraceSelect) 1

# Use a select (drop-down) nenu for preenption controls
# Set to O to disable, set to 1 or comment-out to enable (default)
# set nodevi ewer (preenptSelect) 1

Configuration Management (CM) Guide

It is arecommended best practice to employ change control on your project configuration files.

There are 2 primary reasons for using configuration management.

« Toimpose strict change control on your project configuration files, and enable the ability to revert to a previous known good
configuration.

« Toquickly and efficiently model your production configuration in atest setup. Refer to Use CM in a Test Instance below.
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An open source utility called "Fossil" has been integrated with the ncngr command as a set of subcommands under the "cm"
option. Keep in mind that as you are using the ncngr utility for any capacity, you will need to first set the default queue nameiif it
isnot "vnc". This can be accomplished by one of 2 ways:

1. Setthe NC_QUEUE varigble:

setenv NC_QUEUE queue_nane

ncngr cm <cm conmand>

2. Useeither one of the -q or -queue optionsto ncnyr .

ncngr c¢m -q gqueue_nanme <cm conmand>

Thereisaminimum set of filesin the Server Working Directory (SWD) of your project that are best under CM control. These
include, but are not limited to the following files:

taskers. tcl
policy.tcl
equi v. tcl
excl ude. tcl
resources.tcl
security.tcl
setup. tcl

Following thisinitial setup, additional files (or entire directories within the SWD, such as the config directory) can be added using

the command:

ncngr cm add<fi | enane>

Functions Available
add

cat
commi t
del
diff
hel p

init

open

Proprietary Information of Altair Engineering

Add afileto the repository and commit the change immediately. The repository
must be previoudly initialized.

Show the displayable contents of afile.

Commit any outstanding file changes to the repository.

Delete afile from the repository. The file in the working directory is unaffected.
Display any local changes that have been made to afile or files.

Display help text.

Initialize the CM repository for use with an Altair Accelerator project. This creates
the repository (*. cnr epo) fileinthe NC_CONFIG_DIR directory (usualy
$VOVDI R/ | ocal / vncConfi g/ )

List project filesthat are currently under change control (use - v to aso show file
status).

Open arepository and check out the files to the current working directory.
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qui ckstart

revert
st at us
tinmeline
undo

updat e

CM Command Usage

vncnygr: Usage Message

DESCRI PTI ON:
"ncngr cm. ..

Initialize the repository and add the most common files (as listed in the previous
section). Thisistypically done on asingle queue to act as master.

Roll back any existing local changesto afile or files.

Show the status of the local checkout set in the working directory.
Show the timeline of changes to the repository.

Undo previous update or revert action.

Update local file(s) with the latest from the repository, or a specific revision.

is the utility for perform ng configurati on nanagenent

actions. To use configuration mnagenent, you need to be in the
server-working directory (SWD) of the current project.

To work with a non-default queue nane, either set the NC QUEUE
environnent variable to the target queue nane or use either of the

"-queue" or "-q

USAGE:

argunent s.

% ncngr cm [ -queue| -q QUEUE] <ACTI ON> [ ARGUVENTS]

ACTI ONS: (argunents are either <>=required or []=optional)

add <Fl LE>

-- Add a file to the repository.

cat [-r REVISION] <FILE>

-- Display contents of a file.

conmi t <-m "MSG'> [ FI LE]

-- Commit changes to the repository.

del <FILE> -- Delete a file fromthe repository.
di ff [-r REVISION] <FILE>
-- Display local changes.
hel p -- Display this help.
i nit -- Initialize repository.
I's [-v] <FILE>
-- List managed fil es.
Use -v to also show file status.
open -- Open a repository and check out files to the
current working directory.
qui ckst art -- Initialize repository and add nost comon fil es.
Typically done on a single queue to act as
nast er .
revert [FILE] -- Roll back | ocal changes.
st at us -- Show status of the l|ocal checkout.
timeline [FILE] -- Show tineline of changes.
undo [FILE] -- Undo previous update or revert action.

updat e [-r REVI SION] [FILE]

-- Update local file(s) with the l[atest fromthe
repository, or a specific revision.

NOTE: For configuration nanagenent, you nmust be in the server working
directory (SWD) of the project being nmanaged.
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If you are unsure of this, please run the foll ow ng conmands:
% vovproj ect enabl e <project_nane>
% cd “vovserverdir -p .

EXAMPLES
% ncngr cm qui ckstart
% ncmgr cminit
% ncngr cm add policy. tcl
% ncrmgr cmconmt -m "Added new tasker." taskers.tcl
% ncngr cm add scripts/nmyscript.tcl
% ncmgr cmcomit -m "Added custom script to CM
scripts/myscript.tcl

UseCM in aTest Instance

Implementing a configuration management process for your testing workflow can save alot of time and hasslein keeping
configuration files synchronized.

An example follows with a production instance called "vnc" and atest instance called "vnctest”. For purposes of this example it
is assumed that the repository has been previously set up, all desired config files have been added, and that two files have been
modified and need to be synced to the test instance. The process consists of the following 2 steps:

1. Enable the production instance.

Snapshot the selected production config fileswiththencngr ¢cm comi t command.

vovproj ect enabl e vnc
cd “vovserverdir -p .~
ncngr conmit -m'save changes to taskers.tcl and policy.tcl' taskers.tcl
policy.tcl
2. Enablethetest instance.
Restore (synchronize) the same config files to the test setup using thencngr ¢cm open command.

Use the production instance as the path to the repository.

vovproj ect enabl e vnct est
cd “vovserverdir -p .°
ncngr cm-qg vnc open

Browser-based Setup

Once the Accelerator vovserver has been started, you can view and manage it using your web browser.

The Setup Page
The URL for the Accelerator vovserver can be found with the following command:

% nc cnd vovbrowser
htt p://sonmehost nane: 6271/ pr oj ect

The setup page is available at the URL /cgi/setup.cgi.

% nc cnd vovbrowser -url /cgi/setup.cgi
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http://host nane: 6271/ cgi / set up. cgi

Web Interface Screens

The Introduction page provide an overview of the available information. Asindicated in the left column, menus and guidelines
are available for setting up and using the Accelerator features. More detailed information and advanced methods are provided in
this document in other chapters.

User: denby Security: ADMIN  Alerts: NOMNE vnc@ust70  w1212.1.0-dev-1212 My Projects Logout

Accelerator Setup: Introduction

Basic Setup Learn more:
- uction Welcome to Accelerator Introduction to
. . . Accelerator
AccountSetup You may use these pages to view, and if you have ADMIN privilege, change the Accelerator

License configuration. Managing
Taskers The pages are grouped inte Basic, Advanced, and Multi-Site. All the sections of Basic setup should Accelerator
RunTestlobs be visited when initially setting up Accelerator. You may return later to the other sections as The server
Advanced Setup needed. working directory
Environments You can be guided through the following Basic steps: l} i
FairShare ) ) _ Using
1. Setting up your account (Unix or Windows) to access Accelerator Accelerator

Fil t . ir Li
tlesystems 2. Setting up the Altair License

Jobclasses 3. Setting up computers for use with Accelerator

TroubleShoot 4. Run test jobs to verify Accelerator setup

Useful links You can be guided through these Advanced steps:

E;cgzct home Project 1. Setting up named environments

Monitor and  Taskers 2. Setting up groups for FairShare

manage 3. Setting up Accelerator to access filesystems by alternate paths

cempute 4. Creating jobclasses to simplify job entry

h_°515 5. Viewing troubleshooting pages

LE-‘”SE B Resources

other . H

resources You can also set up MU'tIQUEUE to manage resources across sites

Allocates FairShare

CPU among

users

policy by Note: These pages are meant to help new users with basic setup. To manage large farms you may wish to become
familiar with with the configuration files in the server config directory and edit them directly. For most areas, these
pages maintain an auxilary config file, usually config_aus.tel. We recommend that you choaose browser or manual for a
given area and not mix methods.

Mext: Account Setup >> |
Figure3:

Regulate Accessto Accelerator

To regulate access to Accelerator, the security filevnc. swd/ security. t cl must be edited. To deploy the changes after
editing the file, Accelerator must be reset.

The format of the security fileis:

vt k_security usernane|-group vovusergroupsecurity-Ievel hostl

J\ ALTAIR
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The security levels are USER, LEADER, and ADMIN. Security-level roles can be assigned to users or groups of users
(VovUserGroups). VovUserGroups are created from user lists manually, or by associating them with existing UNIX or LDAP
groups. For more information about VVovUserGroups, refer to VovUser Groups in the VOV Subsystem Administrator Guide.

Both the administrator and root should be granted the ADMIN role; al others should be granted the USER role.

[E Note: For vovtaskersto work correctly, root must aso be granted the ADMIN role.

Disable Security

Security can be disabled by allowing unrestricted access to all usersto Accelerator; assign everyone ADMIN privileges from al
hosts.

# This is the vnc.swd/security.tcl file needed to disable security.
# The first + neans "everybody"

# The second + nmeans "fromall hosts"

vtk _security + ADM N +

Enable Security
To control access to Accelerator, activate security. The minimum requirement is that both the administrator and the root of
Accelerator must have the ADMIN level of privilege from all hosts.

Shown below is an example of a security file. In this example, the system uses five computers. User "john" can only use the
system from host ws 1, and user "susie” can use the system from hostsws 1 and ws 2. Usersin the VovUserGroup nygr oup have

ADMIN rights on the set of hosts known as $al | Host s.
# Exanpl e of vnc.swd/security.tcl file
set allHosts { wsl ws2 appl e orange pear }
vtk _security vncadnmin ADM N $al |l Hosts
vtk _security root ADM N $al | Host s
vtk _security john LEADER ws1
vtk _security susie LEADER ws1l ws?2

vtk_security -group mygroup ADM N $all Hosts
vtk security + USER +

After configuring the security file, Accelerator must be reset to apply those the changes:

% ncngr reset

Autostart Directory

With the command vovaut ost ar t , on vovserver startup, scripts can be specified to execute automatically.

In UNIX, the scripts can be written in either C-shell or Tcl syntax.

[E Note: For the script to work in Windows, Tcl syntax must be used. Guidelines follow:

» Createadirectory named aut ost art in the server working directory.
» For both UNIX and Windows:
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# Create ascript with the suffix . t ¢l intheaut ost art directory.

e For UNIX only, CSH scripts are a so supported:

# Create ascript with the suffix . csh intheaut ost art directory.

# Ensure the script has the appropriate executable permissions.

p.73

Each script in the aut ost art directory is called with one argument, which istheword st ar t . This argument is usually ignored
in OEM scripts, but can be used to in custom scripts to enforce different behaviors between a manual call on the CLI versus an

automated call by the vovserver.

Examples are available in the directory $VOVDI R/ et ¢/ aut ost art .

vovautostart

The scripts are launched by the utility vovaut ost ar t . To repeat the execution of the aut ost art scripts, vovaut ost ar t

can be executed from the command line.

vovaut ostart: Usage Message

DESCRI PTI ON:

Execute the scripts in the *.swd/autostart directory.

There are two types of scripts that get executed:

1. Scripts that match *.csh are executed directly (Unix only)
2. Scripts that match *.tcl are executed by vovsh.

The scripts are executed in al phabetical order

del ay between successive scripts.
This utility is normally invoked by vovserver

USACE:
% vovaut ostart [optional directory spec]

EXAMPLES:
% vovaut ost art

Autostop Directory

upon | aunchi ng.

in the background, with a 5s

With the command vovaut ost op, on vovserver shutdown, scripts can be specified to execute automatically.

In UNIX, the scripts can be written in either C-shell or Tcl syntax.

Proprietary Information of Altair Engineering
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[E/ Note: For the script to work in Windows, Tcl syntax must be used. Guidelines follow:
e Create adirectory named aut ost op in the server working directory.
» For both UNIX and Windows:
# Create ascript with the suffix . t ¢l inthe aut ost op directory.
e For UNIX only, CSH scripts are a so supported:
# Create a script with the suffix . csh intheaut ost op directory.
# Ensure the script has the appropriate executable permissions.

Each script in the aut ost op directory is called with one argument, which isthe word st op. This argument is usually ignored
in OEM scripts, but can be used to in custom scripts to enforce different behaviors between a manual call on the CLI versus an

automated call by the vovserver.

Examples are available in the directory $VOVDI R/ et ¢/ aut ost op.

The vovautostop Command

The scripts are launched by the utility vovaut ost op. To repeat the execution of the aut ost op scripts, vovaut ost op can be
executed from the command line.

vovaut ost op: Usage Message

DESCRI PTI ON:
Execute the scripts in the *.swd/autostop directory.
There are two types of scripts that get executed:
1. Scripts that match *.csh are executed directly (Unix only)
2. Scripts that match *.tcl are executed by vovsh.

The scripts are executed in al phabetical order,
in the background, and
with a 5s del ay between successive scripts.

This utility is normally invoked by vovserver upon shutdown.

USAGE:
% vovaut ost op [ OPTI ONS] [optional directory spec]
OPTI ONS:
-V I ncrease verbosity.
-h Thi s usage nessage.
EXAMPLES:

% vovaut ost op

Test Altair Accelerator

Y ou may wish to run afew simple jobs to confirm that the system is running properly.
1. Submit asimplejob with the following commands:

% nc run sleep 30
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Resour ces= | i nux
Env = SNAPSHOT(vnc_I| ogs/ envj ohn36829. csh)
Command = sleep 30
Logfile = vnc_l ogs/ 20020602/ 105731. 27873
Jobl d = 00002539
nc: message: Schedul ed jobs: 1 Total estinmated tine: Os

e TheJobl dinthisexampleis 2539. The leading zeros are insignificant.

« Theenvironment used for the job execution is a snapshot of the current environment, stored in thefilevnc_| ogs/
envj ohn36829. csh

e Thedefault resourcelist for thejobis| i nux which, in this example, is the platform from which the job was
submitted. Later, you will learn how to control the resources assigned to ajob.

=] Note: If thefollowing dialog appears, see Qualify the Working Directory of Jobs in the Altair Accelerator
Administrator Guide.

VWARNI NG
The current directory '/export/scratch/john' nmay not be a valid
directory path for all hosts in the cluster.

EXPLANATI ON:

If the job runs on a host other than the |ocal node, and the current
directory is not shared on that host, unpredictable results nmay occur.

OPTI ONS:

(1) Cont i nue.
By choosing this option, you assert that the path
is valid everywhere. If it is not, the job is likely
to fail, because the renote host cannot reach
the current directory.
This option causes the creation of a flag file
called .vnc whi ch has the purpose of
avoiding the repetition of this question for this
directory and its subdirectories

(2) Abort .
Pl ease ask your Accelerator administrator to
change the equiv.tcl file to define the rules that
give a logical nanme to the current directory.

Pl ease reply: [1,2] >

2. Check the status of the job:

% nc |ist

00002539 Done sl eep 10

% nc sunmary

...output omtted

% nc info 2539

I d, User, G oup 00002539, j ohn, users

Envi r onnment SNAPSHOT(vnc_| ogs/ envj ohn36829. csh)
Directory ${ HOVES} / j ohn

Comrand sl eep 10

St at us Runni ng

Host al paca

Resour ces i nux

QueueTi ne Os
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Runni ngTi ne 9s
Check the output of the job, which in this case is empty, since it isthe output of sl eep.

%nc info -1 2539
Log file is: '${HOVES}/]john/vnc_| ogs/ 20020602/ 105731. 27873'

Rerun the jab.
Thefirst time Accelerator notices that the job is already Done (=VALID) so it does not run it again. The second time, the
option -f forces Accelerator to rerun the job evenif it is already Done.

% nc rerun 2539

nc rerun 00002539

nc: message: Not rerun: 00002539

% nc rerun -f 2539

nc: nessage: Job 00002539 is al ready VALID.

nc: nessage: Schedul ed jobs: 1 Total estinmated tine: 15s
Stop the running job. The job will fail.

% nc stop 2539

Forget the job:

% nc forget 2539
nc: nessage: Forgetting 1 jobs

Get aquick report:

% nc sunmmary
Accel erator Sunmary For User john

TOTAL JOBS 105 Duration: 4nl7s
Fai | ed 53

Queued 50

I dle 2

JOBS GROUP TOCOL WAI TI NG FOR. .
50 pi vt cl sh " hpux#1

Server Error Conditions

VOV and the jobs it runs depend on external resources such as available licenses, RAM, swap, tmp and disk space, which may
become exhausted, damaged or otherwise unavailable. When users are subject to disk quotas, writes may fail when the disk is not
completely full.

VOV License Violation
Listed below are possible causes for alicense violation:

Proprietary Information of Altair Engineering

Invalid license file, such aswrong version or damaged
Expired license file

License server never started

No license server running, deliberately stopped or crashed
Licensed quantities exceeded, such as too many vovtaskers
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Server License Violation Behavior
When aviolation is detected, retracing and dispatching new jobs are stopped.

Disk Full and Quota - vovserver

Thevovser ver program tracks the free disk space on the file system where its working directory (such as
PRQJECTNAME. swd) is placed, and also on/ usr / t np where some temporary files are stored. The vovserver issues loud aerts
when disk resources are exhausted.

The vovserver disk full warning is sticky, and persists after the disk has been cleaned up and has free space. The warning is sent to
any client that tries to connect to the vovserver until the warning state has been cleared. The disk full warning causes most vovsh-
based commands, such asvovconsol e, to fail.

Because disk full is asevere error and can cause many cascading errors, to ensure the issue is noticed and addressed, this warning
is deliberately sticky; this prevents a potentially critical alert from becoming a static message that is buried and unnoticed in a
vovserver log file.

Thevovpr oj ect sani ty command can be used to clear the warning and return to normal operation. An example is shown
below.

To clear disk full warning:

% vovproj ect enabl e your-project
t hi shost your-project @rvhost ENV dir> vovproject sanity

For Accelerator:

% /bin/su - FT-admin # login as the owner of Accel erator
% nc cnd vovproject sanity

Disk Full and Quota - vovtasker

The vovtasker program aso checks for free space on/ usr / t np on the host where it runs, and suspends itself (refuses to accept
new jobs) if the amount falls below a configurable amount. The default is 5SMB, which can be configured using the -mindisk option
of vtk _tasker_define.

The tasker suspended condition is not sticky. After the tasker host disk has been cleaned up so that free space is above the
threshold, the vovtasker will automatically resume and enter the ready state.

Configure a Failover Server Replacement

If aserver crashes suddenly, VOV has the capability to start a replacement server on a pre-selected host. This capability requires
that the pre-selected host is configured as afailover server.

The configuration instructions follow.

[E Note: Thevovserverdi r command only works from a VOV -enabled shell when the project server is running.

1. Editor createthefileser ver candi dat es. t ¢l inthe server configuration directory. Usethevovserverdi r
command with the -p option to find the pathname to thisfile.

% vovserverdir -p servercandi dates.tcl
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/ horre/ j ohn/ vov/ nyPr oj ect . swd/ server candi dat es. t cl

Theser ver candi dat es. t cl fileshould set the Tcl variable Server Candidates to alist of possible failover hosts. This
list may include the original host on which the server was started.

set Server Candi dat es {
host 1
host 2
host 3

}

2. Install theaut ostart/fail over. csh script asfollows:

% cd “vovserverdir -p .°

% nkdi r autostart

% cp $VOVDI R/ etc/autostart/failover.csh autostart/fail over.csh
% chnmod a+x autostart/fail over.csh

3. Activate the failover facility by running vovaut ost art .
% vovaut ost ar t
For example:

% vovt asker ngr show -t asker groups

I D t asker nane host name tasker group
000404374 | ocal host-2 titanus gl

000404375 | ocal host-1 titanus gl

000404376 | ocal host-5 titanus gl

000404377 | ocal host-3 titanus gl

000404378 | ocal host-4 titanus gl

000404391 fail over titanus fail over

[/ Note: Each machine listed as a server candidate must be a vovtasker machine; the vovtasker running on
that machine acts asits agent in selecting a new server host. Taskers can be configured as dedicated failover
candidates that are not allowed to run jobs by using the -failover option in the taskers definition.

Preventing jobs from running on the candidate machine eliminates the risks of machine stability being affected by
demanding jobs. The -failover option also enables some failover configuration validation checks. Finaly, failover taskers
are started before the regular queue taskers, which helps ensure a failover tasker is available as soon as possible for future
failover events.

Refer to the tasker definition documentation for details on the -failover option.

How vovserver Failover Works

If the vovserver crashes, after a period of time, the vovtasker process on each machine notices that it has had no contact from the
server, and it initiates a server machine election.

In this election, each vovtasker votes for itself (precisely, the host that this particular tasker runs on) as a server candidate. The
election is conducted by running the script vovser vsel . t cl .
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After the timeinterval during which the vovtaskers vote expires, (default 60 seconds) the host that appears earliest on the list will
be selected to start anew vovserver.

In the following example, theser ver candi dat es. t cl , file contains three hosts:

set Server Candi dates {
host 1
host 2
host 3

}

When the server crashes, if there are vovtaskers running on host1, host2 and host3, then these hosts will be voted as server
candidates. Then host2 will be the best candidate and a new vovserver will be started on host2. This server will start in crash
recovery mode.

Note: For failover recovery to be successful, an active vovt asker process must be running on at least one of
the hosts named in the Ser ver Candi dat es list. Usually, these vovtaskers have been defined with the -fail over
option so they can not accept any jobs, and are members of thef ai | over taskergroup.

=

The failover vovserver will read the most-recently-saved PR file from the. swd/ t r ace. db directory, and then read in the
transactions from the 'cr*' (crash recovery) files to recover as much of the pre-crash state as possible.

The vovserver writesanew ser veri nf o. t cl fileinthe. swd that vovtaskers read to determine the port and host. When it
starts, the failover vovserver appends the new host and port information to the $SNC_CONFI G_DI R/ <queue- nane. t cl > as
well astotheset up. t ¢l inthe server configuration directory. The vovserver then runs the scriptsin the autostart directory. This
should include thef ai | over . csh script, which resets the failover directory so that failover can repeat. This script removesthe
registry entry, and removestheser ver _el ect i on directory and creates a new empty one. At theend, it callsvovpr oj ect

r er ead to force the failover vovserver to create an updated registry entry.

The failover vovserver remainsin crash recovery mode for an interval, usually one minute, waiting for any vovtaskers that have
running jobs to reconnect:

» For Accelerator, Accelerator Plus, Monitor and Allocator, vovtaskers wait up to 4 days for anew server to start.

e For FlowTracer, vovtaskers wait up to 3 minutes for a new server to start.
After reconnecting to vovserver, vovtaskers automatically exit after al of their running jobs are completed. After the vovserver
transitions from crash recovery mode to normal mode, it will try to restart any configured vovtaskers that are not yet running.
Any of the following conditions will prevent successful failover server restart:

* Thefilesystem holding the . swd directory is unavailable.

e Thefileserver candi dat es. t cl doesnot exist.

e TheServer Candi dat es listisempty.

* Thereisno vovtasker running on any host in the Ser ver Candi dat es list when the server crashes.

e Theautostart/fail over. csh script fileisnot in place.

In this case, the failover server will not be automatically started; the server will have to be manually started.

Tipsfor Configuring Failover
Following aretips for failover configuration:

* Makethefirst failover host the regular one. Thisway, if the vovserver dumps core or is killed by mistake, it will restart on
the regular host.
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« Configure special vovtaskers only for failover by passing the -failover optiontovt k_t asker _def i ne.
» Test that failover works before depending on it.

Migrating vovserver to a New Host

The failover mechanism provides the underpinnings of a convenient user CLI command that can be used to migrate vovserver to a
new host:

ncngr rehost -host NEWHOST

The specified NEWHOST must be one of the hosts eligible for failover of vovserver.

Crash Recovery Mode

Crash Recovery Mode is activated the next time the server isrestarted, if the server was not shut down cleanly. Crash Recovery
Mode is part of the Failover Server capability of VOV, which ismainly used in Accelerator. This capability allows VOV to start a
new server to manage the queue of a server which has crashed unexpectedly.

When you shut down an Accelerator instance cleanly using thencngr st op command, the server will save its database to disk
just before exiting. When the server isrestarted, it will read the state of the trace from disk, and immediately be ready for new
work.

Sometimes the vovserver will be stopped unexpectedly, such as due to a hardware problem like a machine crash or memory
exhaustion. In such cases, the server will not have a chance to save the project database before terminating.
« InVOV, themain concern is usualy the state of the trace, which stores the status all the jobs in your project.

< InAccelerator, thereis no trace, and the important thing to preserve is the state of the queue, so jobs do not lose their position
and need to be re-queued in the case of a server crash.

Journal Files

The vovserver keeps crash recovery journal files of the eventsthat affect the state of the server. These 'CR' files are flushed
whenever the trace data are saved to disk. During crash recovery, the vovserver first reads the last saved state of the trace from the
disk data, then applies the events from the CR files.

Crash Recovery Restart

When the server is next restarted after such a crash, the server enters what is called Crash Recovery Mode, which usually lasts
about two minutes, but may take longer if the CR files are very large. During this period:

e The server waits for vovtaskers with running jobs to reconnect.

* Nojobs are dispatched.

e The server does not accept VOV or HTML TCP connections from vovsh or browser clients.

« Attheend, the server performs aglobal sanity check.

e A crash _recovery_report <timestamp> logfileiswritten. It logs any jobs lost by the crash recovery sequence.

If the server is properly shut down, the next time it restarts, it will not enter Crash Recovery Mode, and will be immediately
functional.
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[/ Note: If the sanity check command cannot connect, the server is still recovering its state from the DB and CR files.
Check the size of thevnc. swd/ t race. db/ CR* files.

Example commands:

% vovproj ect enabl e <proj ect - nanme>
% vovproj ect sanity

Accelerator Daemons

Additional functionality in Accelerator is provided by external daemons, which are described in the table below.

The status of the daemons can be viewed on the Daemons page.

Daemon Who needsit? Description

vovnoti fyd If you want e-mail notification This daemon is necessary to receive
email notifications. The email can be
triggered by job events (such as ajob that
completes) or an unusual condition that is
detected by the daemon.

For more information, see Health
Monitoring and vovnotifyd.

vovr esour ced Everybody This daemon manages the resources
managed by the vovserver. Itis
controlled by ther esour ces. t ¢l file.
Historically, thisis the first daemon to
be developed. It still stands out from the
other daemons because how it is managed
isdightly different. Thisdaemon is
started automatically by the server.

For more information, see Resource
Daemon Configuration.
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Access Control List

An Access Control List (ACL) isalist of permissions that are attached to an object. The list defines who can access the object (an
agent) and what actions the agent can perform on the object.

Overview

The VOV software implements compartmentalized access control with Access Control Lists (ACLs). Each ACLsisatriplet:
« AVOV object
e Anagent, whichis VOV security role name or an individual user name
« A capability, which isa controlled activity

For any user to be authorized to perform a controlled capability or action on aVVOV object, an ACL must exist that contains that
user or role, the controlled action, and the VOV object.

Objects
Every ACL isassociated with aVOV object. Types of objects currently include:
e [FairShare groups
¢ Resource maps
* Nodes (transitions, aka jobs, places, akafiles)
¢ Node sets
* Reservations

Agents

Permission to perform a controlled action depends on the user 1D, and the VOV role associated with that user. The SWY
security. tcl filedefinesthe association of Userswith Roles.

VOV's roles serve two purposes.
1. Control queue/instance/project operations (viathe VOV protocol)
2. Establish high-level permissionson VOV objects

VOV has these named roles:

ADMIN Can do just about anything. By default, the "owner" of the queue/instance/project is
the only admin.

LEADER Can do lots of things, but not everything an ADMIN can.

USER Can create and manage their own objects.

READONLY Can view most things, but not create.

ANYBODY Very limited, mainly used for testing.

NOBODY Nothing, mainly used for testing.

UNKNOWN The last resort, in case we somehow encounter someone who doesn't fall into any of

the above roles, also can do nothing.
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An ACL isexpressed in terms of operations that are permitted to an agent acting on the object. An agent may be a USER
(login account), an OS group (OSGROUP), a FairShare group (FSGROUP), amachine (HOST) or one of the symbolic agents
EVERYBODY, OWNER, ADMIN. The most powerful agent is the SERVER.

ACLs support the following "agents’, which provide the identities of the personsinvolved:

USER name OS authorized user

OWNER -role The queue/instance/project owner

USER -role The user that owns the VOV object

OSGROUP name Members of the specified OS group

FSGROUP name Members of the specified FairShare group

HOST Anyone with a client connected from a specific host

EVERYBODY -role Everybody

ADMIN -role Anyone with the ADMIN role

SERVER The vovserver process, specifically

LEADER Anyone with the LEADER role

USERGROUP name Members of the specified VOV user group

UNDEF Thelast resort, in case there is someone who doesn't fall into any of the above agent
types.

For the agents that are groups, membership in the group confers the operations permitted by that ACL. For example, if the login
j oe isamember of the OS group dvr egr , and OSGROUP dvr egr has APPEND on af sgr oup, thenj oe may add ACLsto
that f sgr oup.

To bypassthe ACL, you must be the logged in on the host running vovserver as the user that is running vovserver, and you must
change VOV_HOST_NAME to "local host".

ACL Management
To perform ACL management, use a utility with the following syntax:

% vovacl [OPTIONS] <Cbjects>

The following utilities are available for ACL management:

Utility Description

vovacl Script to manage ACLsin VOV.
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ACL Commands
ACL management consists of the following commands:

Command
APPEND

DELETE

GET

RESET

ACL Actions
Following are the actions that can be controlled via ACLS:

Action
ATTACH
CHOWN
CREATE
DELEGATE
DETACH
EDIT
EXIST
FORGET
RESUME
SIGNAL

STOP
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Description
Add ACLsto an object.

Delete an ACL element from an object. The element is
identified by the agent and name fields.

Get current ACLs on an object. It shows you the current ACLs
that are associated with an object, if the ACL permitsyou to
VIEW it.

Reset ACLs on an object to defaults. It removes al the object's
current ACL s and replaces them with the default values.

ACL 1: OMER . ATTACH DETACH
EDI T VI EW FORGET DELEGATE EXI STS

ACL 2: EVERYBODY " ATTACH VI EW

Description

Create arelationship between objects

Change ownership of an object

Create an object

Assign ACLson an object

Destroy arelationship between objects

Modify properties of an object

The agent is aware of the existence of the object
Forget an object

Resume a suspended job

Send asignal to ajob.

Stop an object.
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Action Description
SUSPEND Suspend an object
VIEW View properties of an object

[E Note: Not al actions apply to &l objects. In the case of FairShare groups, applicable actions include: ATTACH,
EDIT, VIEW, DELEGATE. The actions RETRACE, STOP, SUSPEND, FORGET are reserved for use with jobsin

future rel eases.

Obtain SERVER Credentials
For some ACL operations, you will need the most powerful credentials, i.e. SERVER, which are only available to the owner of the
vovserver process when connected on the loopback interface.

* Login onthe vovserver host asthe user that is running vovserver.
* Enablethe project withvovpr oj ect enabl e PROJECTNAME.
¢ Changethe VOV_HOST_NAMEtol ocal host

% set env. VOV_HOST_NAME | ocal host

* Now your clients act as the SERVER agent with respect to the ACL.

vovacl

vovacl : Usage Message

DESCRI PTI ON:
Manage access control lists (ACLs).
USACE:
% vovacl [OPTIONS] <Object>
OPTI ONS:
-h -- This help
-V -- Increase verbosity
- agent -- Association of specified ACL. One of the follow ng types and
formats. ACL capabilities for ALL pertinent agents for a
gi ven user are aggregat ed.
"USER nane" CS user nane
"FSGROUP nane" VOV Fai r Share group
" USERGRCOUP" nane A VOV user group
" OSGROUP" nane Uni x primary group (Linux only)
OMNER
ADM N
LEADER
Di fferent VOV object types honor different subsets of the
agents |isted above. To see which apply, see the Agents Tabl e
bel ow.
-actions -- Capabilities Iist for this ACL, space delimted. A list of
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access control
Tabl e bel ow.

capabilities is shown in the Capabilities

- append -- Add specified capabilities to ACL for specified agent
- set -- Replace existing ACLs for specified agent
-del ete -- Renpove specified capabilities from specified agent
- show -- Show current ACL for specified objects.
-reset -- Reset ACL to default values
OBJECTS:
<set Name>
<f ai r shar eG oupNane>
<vovld> -- Were vovld can apply to a job, set, FairShare group, or

resour cemap

AGENTS TABLE

The agents list specified with the -agent option is one of the follow ng

t hat
Agent Type
Set/ Job

USER
USERGRCUP
FSGRCOUP
GSGROUP
OMNER

ADM N
LEADER
EVERYBODY

>
< <K<K oKX

CAPABI LI TI ES TABLE

is valid for the object type.

Type of Object

FS G oup Resour cemap

>
< KKK oK oKX

o))
>
<K KKK oo

The capabilities Iist specified with the -agent option is one of the

foll owi ng that

Capabi lity Name

is valid for the object type.

Type of Object

Set / Job FS Group Resour cemap

ATTACH n/ a attach use

CHOVWN n/ a n/ a n/ a

CREATE n/ a create sub-group n/ a

DELEGATE n/ a n/ a n/ a

DETACH n/ a det ach n/ a

EDI T nodi fy nodi fy nodi fy

EXI STS preg-for-all prereq prereq

FORGET del ete del ete del ete

RESUME resume n/ a n/ a

RETRACE run n/ a n/ a

SI GNAL si gnal n/ a n/ a

STOP job stop n/ a n/ a

SUSPEND suspend n/ a n/ a

VI EW Vi ew Vi ew Vi ew

EXAMPLES:

% vovacl -agent ADM N -append -actions "VI EW RETRACE STOP FORGET" M Set Nane
% vovacl -agent "USER cadngr" -append -actions STOP /systeniprocesscontrol
% vovacl -agent "USERGROUP desi gners" -append -actions STOP, FORGET Desi gnSet
% vovacl -agent "OSGROUP desi gners" -append -actions STOP 00123456
% vovacl -reset 00123456

NOTE: The SUSPEND action is not applicable to an FSGROUP obj ect .
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Client Limitation and Tuning

The maximum number of clients - the combination of vovtaskers, user interfaces and proxies, that can be concurrently connected to
avovserver islimited by the number of file descriptors available.

Thisis an operating system parameter, and is inherited from the shell that starts vovserver. It can not be changed after vovserver
starts.

There are two kinds of limits, ahard limit and a soft limit. Limits are imposed to reduce the likelihood of exhausting system
resources. A soft limit may be set by shell commands so long as a value less than or equal to the hard limit is selected. The hard
limits for descriptors and other resources may vary by user, group, and other attributes.

On UNIX, this number is operating system dependent. In most UNIX installations, the hard limit for file descriptorsis 1024 or
more.

On Windows NT, VOV setsthe limit at 256 file descriptors.

On Linux, r oot can changethelimitsinthefile/ et c/security/limts. conf.Example

* hard nofile 8192
* soft nofile 2048

The above example sets the soft limit for all usersto 2048, and the hard limit to 8192. The "' character could be replaced by that of
the Accelerator owner account, e.g. ‘cadmgr'.

Background

Each operating system offers a limited number of file descriptors for each process. In modern systems, this limit may be up to
65000. The vovserver can handle as many clients as the "descriptors limit" allows. It is also possible to reduce the number by
setting a soft limit using the methods described above.

To alow alarge number of clients, vovserver must be started with a high limit. The ncngr command reports the number at startup
time, pleaseread it carefully before replying 'yes. Example:

% limt descriptors 16000
% ncngr start

Thefile descriptors are used by the vovserver to communicate with the clients: vovtaskers, GUI, browser, interactive jobs, etc.

The utilization of file descriptors are approximately:
e The server by itself needs about 10
» The other descriptors less than 40 are not used
» Each vovtasker needs 1
e Each running batch job needs 1
« Each running interactive job needs 2
» Each vovconsole needs 2
* Each nc monitor needs 1

Example: On aloaded farm with 500 vovtaskers, each with four CPUs, with half jobsinteractive, the estimated number of
descriptors needed is:

10 + 500 + 500 * 2 + 500 * 2 * 2 = 3510 file descriptors
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This leaves descriptors for about 580 monitors and GUIs.

Behavior with Exhausted File Descriptors

The exhaustion of file descriptors rarely occurs. Altair Accelerator's main concern is preserving the integrity of the vovserver.
Commands that attempt a new connection to the vovserver fail to connect and return an error messagetoo many cl i ents in

t he syst em Thevovserver will then post an alert showingt oo many open fil es. Inthat condition, ordinary commands
suchasnc hosts andnc |i st will not work because the vovsh that runs those commands cannot connect to vovserver.

Reserved Connection on the localhost

When file descriptors are exhausted, you can connect to vovserver using a special method through the software loopback interface
(100, 127.0.0.1). Thisis achieved by setting VOV_HOST_NAME to localhost. Example:

% vovproj ect enabl e vncNNNN
% set env VOV_HOST_NAME | ocal host
% VSi

Solutionsto File Descriptor Exhaustion

A short-term solution is to stop some of the clientsis to lower the demand for file descriptors. Transient GUI clients such as
VovConsole, monitors, and Accelerator GUI should be stopped first. Any idle vovtaskers should also be stopped. Guidelines:

e Check how users are submitting jobs. There are some limitson maxNor mal Cl i ent s and maxNot i f yd i ent s inthe
policy. tcl fileto prevent accidental or malicious denial-of-service attacks. Sometimes we have seen jobs submitted with
the -wl option and placed in background, each consuming 2 descriptors.

* Next you should first find whether it is possible to raise the descriptor limit on the current host. If not, alonger-term solution

isto move the vovserver to another host that offers more file descriptors. A newer version of UNIX isagood candidate as it
offers 65K descriptors.

It is possible to continue operation, even in the presence of interactive jobs, by moving the vovserver and making the new queue
the default queue so that newly-submitted jobs go to the new default queue. The server on the host with limited descriptors will
finish al jobs, and it may then be shut down.

Client Service Modes

On Linux-based systems, there are two client servicing modes from which to choose: poll (default) and epoll. The mode chosen
specifies which POSI X mechanism the vovserver will use to determine which client file descriptors are ready for use. The mode
can be specified by setting conf i g(useepol |') to 0 (poll, default) or 1 (epoll) inthe SWY pol i cy. t cl file.

Generally, the epoll mode should result in more efficient processing of service requests. As of this version, epoll modeis a new
feature and is therefore disabled by defaullt.

Enabling Time Series Data Stream
Users are now able to leverage existing Kafka systems and compatibl e reporting tools to monitor VOV projects.
When Kafkais used as part of an infrastructure, multiple vovservers can now be enabled to provide time series data and events,

without negatively impacting server performance/scalability. This allows users to capture time varying datain order to see how
usage evolves over time.
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Events Frequency

The metrics events are published at the same rate that metrics are calculated in the server. Thiswill vary by load but should be at
most every 10s on an active server, and possibly longer if the server is heavily loaded such that the scheduling cycle takes longer
than this. The project datais expected to be relatively static and is published every 4 hours. The command: vovser ver ngr
config sds.readconfig 1 will causethe updated project record to be published on execution.

Project I1Ds

To enable data from multiple projects to be collected on the same kafka infrastructure, each event will contain the field projld
which identifies the project which published the event. The projld field is formed by concatenating the project name, a hyphen, and
the vovserver instance's numeric generated unique id. e.g. "vnc-12345678"

SDS Configuration

On startup, the vovserver will create and/or update the following configuration items:

« SDS configuration directory, at the server working directory (SWD)/config/publisher g/sds, for example, . . / vnc. swd/
confi g/ publishers/sds

» SDSconfiguration filein the SDS configuration directory, sds. cf g

If thesds. cf g file does not aready exist, the following default sds. cf g fileiscreated:

{
enabl ed = 0;
kaf ka_servers = ""
format = "json",
site = "",
group = ””1
events = {
project = {
schemald = O,
topic = "vov-projects",

t:askers =iy
schemal d = 0,

topic = "vov-netrics-taskers",
jobs = {

schemald = O,

topic = "vov-netrics-jobs",

schedul er = {
schemald = O,
topic = "vov-netrics-schedul er"”
(¥
IE
}

Configuration File Parameters
Service level configurable parametersin sds. cf g:
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Parameter Values Default

enabled Oorl 0

format "json’” "json"
"confluent”

site string

group string

debug Oorl 0

Changethe Config Filefor the First Time

In order to use SDSfor the first time, the user must perform the following operations:

p.90
Description
Disable/enable SDS on
startup/readconfig
Specifies the Kafka payload

format to use, "confluent” =
confluent Avro dialect with the
schemaregistry id

User definable string to be
delivered with the project
record

User definable string to be
delivered with the project
record

Disable/enable SDS debug
logging on startup/readconfig

1. Setthekaf ka_servers parameter inthe sds. cf g fileto the bootstrap server(s) for their kafka
installation; for example, kaf ka_servers = "kaf kahost: 9092" or kaf ka_servers =

"kaf kahost 1: 9092, kaf kahost 2: 9092"

2. If publishing using the Confluent Schema Registry, then the following steps are also needed:

a) Upload the schema files to the schema registry and note the I Ds assigned to each schema.

b) Assign the schemaregistry IDs discovered in step 1 to the eventsinthe sds. cf g file (see Event specific

configuration below)

For theinitial release the Kafka published events are:

Event Name Description Schema File

project (relatively) Static project Vov-projects
information that may be useful
to join with time series data

taskers Metricsrelated to the state and = metrics.taskers.avsc
capacity of the taskers

Proprietary Information of Altair Engineering

Default Topic

vov-metrics-taskers
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Event Name Description Schema File Default Topic
jobs Metricsrelated to the number  metrics.jobs.avsc Vov-metrics-jobs

of jobs in specific states and
rate of dispatch/completion

scheduler Metrics related to scheduler metrics.scheduler.avsc vov-metrics-schedul er
performance, sizes, clients,
innerloop timers

Changethe Config Fileat Run Time

The SDS configuration may be changed while the server is running.

1. The SDS service may be enabled/disabled by using the command:
$ vovserverngr config sds.enabled 1/0
2. Update the config file for the running server and/or publish a new project event with the following command:
$ vovserverngr config sds.readconfig 1
3. Thedebug setting may be enabled using:

$ vovserverngr config set_debug flag SDS
$ vovserverngr config reset debug flag SDS

Troubleshooting

If the kafka_servers cfg parameter is not set correctly, the server log will contain entries like the following:

93| 1610382360. 585| FAI L| r dkaf ka#pr oducer-1| [thrd:foo: 9092/ bootstrap]: foo:9092/

bootstrap: Failed to resolve 'fo00:9092': Tenporary failure in name resolution (after
1033nms in state CONNECT)

93| 1610382360. 585| ERROR| r dkaf ka#pr oducer-1| [thrd:foo: 9092/ bootstrap]: 1/1 brokers
are down

%8| 1610382363. 544| FAI L| r dkaf ka#pr oducer-1| [thrd:foo: 9092/ bootstrap]: foo:9092/

bootstrap: Failed to resolve 'fo00:9092': Tenporary failure in name resolution (after
993ns in state CONNECT, 1 identical error(s) suppressed)

If the kafka servers are not running or reachable, the server log will contain entries like the following:

%8| 1610383215. 659| FAI L| r dkaf ka#pr oducer-2| [thrd: hecto: 9092/ boot strap]: hecto: 9092/
boot st rap: Connect to ipv4#127.0.1.1:9092 failed: Connection refused (after Ons in
state CONNECT, 1 identical error(s) suppressed)
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Start and Stop Accelerator

To start the Accelerator vovserver, login as user r t dangr (or the user chosen as Accel erator administrator) on the machinethat is
designated as the vovserver, and the use the following command:

% ncngr

start

To stop the Accelerator vovserver, use the following command:

% ncngr

st op

[E Note: To stop the vovserver while thereis an active workload (running jobs), use the option -freeze. When -freeze is
used, al currently running jobs are preserved. If -freezeis not used, all vovtaskers are stopped along with vovserver,
and any running job is also terminated. The -freeze option feature can be important when upgrading Accelerator.

% ncngr stop -freeze
% ncngr start -force

Reset Accelerator and Restart Taskers

Changes made to Accelerator's configuration files can be read in by performing areset of the queue. The default behavior isto re-
read all configuration files. There are al'so two optional reset types. soft and hard.

Soft Reset (-soft) A soft reset instructs all running taskers to re-read minor configuration changes
and starts configured taskers that are not running at the time. Running jobs are not
disturbed.

Hard Reset (-hard) A full reset stops and restarts all taskers. Thisisaforceful command and will kill

vncngr :
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all running jobs.

Usage Message

DESCRI PTI ON:
Utility to reread configuration files and optionally start/restart
t askers.

By default, "ncngr reset” rereads and reprocesses the settings in the
policy.tcl and security.tcl configuration files in the Server Wrking
Directory.

USAGE:
% ncngr reset [ OPTI ONS]

OPTI ONS:
-hel p -- Print this nessage
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- queue <nane> -- Specify the queue nane. Default is $NC QUEUE i f
set, and ot herw se vnc.
-soft -- Also starts any stopped, but configured taskers
-taskers -- Sane as -soft
-hard * -- Al'so stops and starts all taskers (jobs are |ost)
-full * -- Sanme as -hard

* Warni ng: These options will forcefully stop all running jobs.
EXAVPLES:

% ncngr reset

% ncngr reset -taskers

% ncngr reset -full

% ncngr reset -soft
% ncngr reset -hard

% ncngr reset - Reread configuration files

% ncngr reset -queue vnc?2 - Reread configuration files for vnc2 queue

% ncngr reset -soft - Reread configuration files and start taskers that
are not running

% ncngr reset -hard - Reread configuration files and restart all taskers

For an example of using the full reset option, refer to Directories and Files.

Start Accelerator at System Boot Time

Theinstructionsin this section are valid for Linux only. This part of the installation requires root permission.
[ Note: Thisstepisoptional.

The Accelerator vovserver can be restarted at reboot by installing the proper script in boththe/ et c/rc3. dand/ etc/rc5. d
directories.

Run the following commands on the host that was selected as the Accelerator vovserver.

% / bi n/ su

% cp $VOVDI R/ et c/ boot/ S99nc /etc/rc2.d/ S99nc
% chnmod 755 /etc/rc2.d/ S99nc

% vi /etc/rc2.d/ S99nc

Edlt configurable itens as needed.

[E Note: sudo should be used where configured. To avoid Trojan Horse programs, su should always be called by full
path/ bi n/ su.

% ./S99nc start
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M essages about the vovserver starting should be displayed. An example is shown below:

% ./ S99nc st at us

The output of nc i nf o should be displayed. An example is shown below:

% ./ S99nc st op

[/ Note: Re-start the Accelerator server with the command S99nc st art after testing the st op capability.
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Job M anagement

Job Status

p.95

In Accelerator, each job goes through a number of states until completion.

The states are described in the following table:

Status

Idle

Queued

Running

Done

Failed

Transfer

Suspended

Sleeping

Withdrawn
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Color

BlueViolet

Light blue

Orange

Green

Red

Cream

Pink

Black

Gray

Engineering

Description

If the node isajob, either it has not been run successfully yet
or it needs to be run again, because one of itsinputs has been
modified since the last time the job was executed. If the nodeis
afile, itisthe output of ajob that isnot Idle.

The job is scheduled to be run. It may be already queued or it
will go in the queue as soon as al itsinputs are ready.

Thejob is currently being retraced; it has been dispatched
to one of the taskers. All the outputs of such ajob are either
RETRACING or RUNNING.

If the node isajob, it has run successfully. If the nodeis afile,
it is up-to-date with respect to all other files and jobs on which
it depends.

Thejob ran and failed.

Thejob isbeing transferred to another cluster and it is not yet
running.

Thejob was running (or retracing) and one of the processes
belonging to the job is currently suspended.

Either the job caused an output conflict upon submission (bad
dependencies) or the job was not reclaimed by any tasker upon
crash recovery.

A job has been withdrawn after dispatching, such as by the
preemption daemon.

Note: This status occursrarely and tends to be
hard to observe.

=
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The normal sequence for a successful job isldle > Queued > Running > Done

The normal sequence for afailing job is Idle > Queued > Running > Failed

Job Persistence

An important feature of Accelerator isjob persistence. After ajob completes, itsinformation remainsin vovserver's memory until
the job is forgotten, manually or automatically.

Jobs are automatically forgotten to limit vovserver memory consumption.

Note: The Accelerator default isto automatically forget jobs after a configurable time interval, as described in
Automatic Forgetting.

=

Y ou may override automatic forgetting by submitting jobs using the -keep or -keepfor options.

The benefits of job persistence:
e Youcanre-executeajobusingnc rerun j obl Dwithout the need to type the job command line again.
< Duration information can be used to execute the job on the appropriate taskers (enough time left)
e Commands are easily edited in the GUI or the browser Ul
* Preservesthejob info for documentation and auditing

» Jobsin vovserver memory have full information accessible viathe VTK API

To enable persistence, use the -keep option when you submit the job, as shown below.

I Important: Jobs submitted with this option remain in vovserver memory until they are explicitly forgotten, so there
isatradeoff vs. memory usage, and jobs should only be kept when needed.

Keep Jobsfor Longer than the Default

If your Accelerator administrator has arranged to support it, you may also use the -keepfor option when submitting jobs. This
option takes a VOV timespec, e.g. 4h, 14d. Jobs will be automatically removed from the system when older than the specified age.

Thisis supported by aliveness script which examines the jobs in memory periodically. The example script may be found in
$VOVDI R/ etc/liveness/|live_keepfor_jobs.tcl andshould be copied into the Accelerator vovserver's 'tasks
subdirectory.

The scripts in the tasks subdirectory are triggered every vovserver update cycle, about once a minute. The -keepfor script uses a
property KEEPFOR_LASTRUN_TS to record the last time it was active, and an optional KEEPFOR_FREQUENCY to determine
how frequently to clean up kept jobs. The default is 1800s, or 30m. These properties are on the object having ID 1.

When you submit ajob using the -keepfor option, Accelerator attaches a KEEPFOR property to the job to record how long the job
should be kept. Thisis silently limited to the range 0..32000000 seconds (just over 1 year).
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Example commands:

%nc run -r unix -t BASE -keep runregression daily

%nc run -r uni X -e BASE -keepfor 2w runregression quick

CPU Effort Considerations

The script that implements -keepfor needs to make a scan through al jobs in the system that are in the Done or Failed state, so this
takes some CPU time, and this time will increase with the total number of jobs in the system. Y ou should generally not need to
reduce the scan interval below the default of 30m, and in most cases, you can make it longer, perhaps to 8-24h depending on the
rate of kept job creation in your system.

Forget Jobs from vovserver Memory
Y ou can forget jobs from vovserver's memory using the following command. Common values for <job-spec> include ajoblD, -
mine' and '-set’ with a set name.

For more usage information, seenc f or get .

% nc forget <job-spec>

Automatic Forgetting

Accelerator's default is to automatically forget jobs as listed below:
« Successful (Done) jobs are forgotten after 1 hour
« Failed jobs are forgotten after 2 days
» Unscheduled (Idle) jobs are forgotten after 2 days

To control the time jobs are kept in the system, edit the VovServer configurationinthepol i cy. t cl file. The parameters
controlling thisare aut oFor get Val i d, aut oFor get Fai | ed, and aut oFor get & hers.

For more details, refer to Autoforget Jobs.

Autoforget Jobs

The autoforget flag sets up ajob to automatically be forgotten by the system after a certain time, (not including suspension time) if
and only if thejob is done, failed, or idle. Jobs that are scheduled, running, suspended or transfer are never autoforgotten.

Global auto-forget Parameters
There are three different auto-forget parameters:
e autoForgetVvalid
e aut oForget Fail ed
e aut oForget O hers
In Accelerator, the autoforget flag is set by default, which can be unset by using the option -keepinnc run. In Flow Design
Language (FDL), the variable make( aut of or get ) controlsthe flag.
» Theautoforget flag on the job istrue

/\ ALTAIR

Proprietary Information of Altair Engineering



Altair Accelerator 2024.1.1
Altair Accelerator Administrator Guide p.98

e Thejobisdone, failed, oridle.

Jobclass Specific auto-for get
« Thejob belongsto ajobclass with the AUTOFORGET property set to a positive value.
e Thejobisdone, failed, or idle.

[/ Note: Theautoforget flag on thejob isirrelevant.

If ajobclass has a specific auto-forget property, then the jobs in that jobclass will be forgotten after that specified time.

For example, to set the autoforget property on ajobclass called abc, usethevt k_j obcl ass_set _aut of or get API:

% nc cmd vovsh -x "vtk jobclass set autoforget abc 2nt

To disable this functionality for ajobclass, set the value of autoforget to a non-positive value, such as:

% nc cmd vovsh -x "vtk jobclass set autoforget abc 0"

Auto-forget Log Files

If the parameter aut oFor get Renbvelogs istrue and the parameter di sabl ef i | eaccess isfalse, the vovserver triesto
delete the log file of the jobs that are being auto-forgotten. The success of the deletion depends on the file permissions.

[E/ Note: Accessing files makes the vovserver vulnerable to NFS problems.

Auto-forget Examples

For this example, the default autoforget policy isto forget jobs after 1h. Other jobsin the jobclass "Regression” should be retained
for 10days. Submit the jobs with the -keep option (no autoforget flag) and then set the AUTOFORGET property in the set

O ass: Regr essi on to 864000.

### Done by an ADM N
% nc cnd vovsh -x 'vtk jobclass set autoforget Regression 10d'

% nc run -C Regression -keep ./my_test

Conversely, if the retention policy keeps the jobs for along time (such as 3 days), some jobs in the jobclass "Quick" may be set to
be forgotten more promptly, (such as after 5m) of completion. In this case, set the AUTOFORGET property in the jobclass set as
follows:

### Done by an ADM N
% nc cnd vovsh -x 'vtk jobclass set autoforget Quick 5ni
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Schedule Jobs

The scheduling process controls the order of job execution.

The scheduler in Accelerator is event-driven. When an event occurs that can cause a job to be placed onto atasker, the scheduler is
called. The types of eventsincludes:

e job submission

e jobtermination

e increased availability in aresource map
e expiration of areservation

¢ and many others

Thejobs that are scheduled to be run, the queued jobs, are organized into buckets. Each bucket contains jobs that have identical
scheduling parameters.

The buckets are assigned a rank based on the FairShare statistics. Starting from the buckets of rank 0 (zero), the scheduler attempts
to dispatch the top job in the bucket to the best available tasker. Then the scheduler looks at buckets with rank 1 and so on.

Exceptionsto Fair Share Scheduling
There are afew ways to bypass the FairShare scheduling: manual dispatch of jobs or Job Cohorts.

Seamless Transition to a Cycle-based Scheduler

The scheduler typically executes in afew milliseconds. The scheduler effort required in each cycle increases with the number of
buckets, the number of taskers, and the complexity of the resource expressions. It is always possible to overload the scheduler,
meaning that the scheduler requires alarge fraction of the total CPU time used by vovserver.

The vovserver parameter to control scheduler cycle behavior is called schedSki p, and is expressed in seconds. If the effort
required to run the scheduler exceeds the schedSki p threshold, action is taken to reduce the duty cycle allocated to scheduling.
To reduce the duty cycle, the vovserver starts skipping scheduler calls, which frees up computing power to be used to service
other requests such aslistings and job terminations. The result is that the scheduler functionality is effectively bypassed, regardless
of bucket priority, until the target "scheduler duty cycle" percentage is attained. The ratio of the computing power allocated

to scheduling, which we call the "scheduler duty cycle", is controlled by the parameter schedMaxEf f or t , an integer that
represents the percentage of time we want to allocate to the scheduler.

The default value of schedSki p is0.1 seconds, while the default duty cycle reserved for scheduling is set to 20%, represented by
schedMaxEf f ort value of 20.

Other Parametersthat Control the Scheduler
There are afew more parameters that control the scheduler behavior and could impact performance on large workloads.

Note: Thereisabuilt-in dynamic server tuning feature for the maximum jobs dispatched per queue bucket when
server is under heavy load conditions.

=

sched. maxpost ponedj obs
Controls the exit from the scheduler when it is hard to dispatch jobs to taskers, i.e. when the scheduler has to postpone
many jobs because it cannot find suitable taskers for them. Normally this parameter is set to be much larger than the
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maximum number of bucketsin the system. Our default value is 10,000; this value can be decreased if you have very
homogeneous farms where all taskers are identical.

[E Note: Thisparameter will disappear in future implementations of the scheduler.

fai rshare. maxj obsper bucket
Controls how many jobs are allowed to be dispatched from the same bucket. The default value for thisis 20 jobs. After
20 jobs have been dispatched from a bucket, the scheduler moves to the next bucket. Smaller values give a more accurate
FairShare accounting. Larger values give afaster dispatch.

[E/ Note: This parameter will disappear in future implementations of the scheduler.

fai rshare. maxj obsper| oop
Controls how many jobs can be dispatched in a single scheduler loop (this includes the scanning of possibly all the
buckets). The default value is 20 jobs per loop (note: this could mean that all 20 jobs are from the same bucket). Smaller
values give a more accurate FairShare accounting. Larger values give afaster dispatch.

[/ Note: This parameter will disappear in future implementations of the scheduler.

To control the scheduler, an admin can use the command line or thepol i cy. t cl file. For example, to increase the threshold
to morph into a cycle-based schedulers from the default 0.1 to 0.3 seconds and to increase the duty cycle from 20% to 40%, the
following command line could be used:

% vovsh -x "vtk server _config schedSkip 0.3"

% vovsh -x "vtk_server_config schedMvaxEffort 40"

% vovsh -x "vtk _server_config sched. maxpost ponedj obs 10000"
% vovsh -x "vtk _server_config fairshare. maxj obsperl oop 20"
% vovsh -x "vtk server_config fairshare. maxj obsperbucket 20"

Alternatively, thepol i cy. t cl file can be modified:

# This is a fragnent of policy.tcl

set config(schedSkip) 0.3

set config(schedvaxEffort) 40

set confi g(sched. maxpost ponedj obs) 10000
set config(fairshare. maxj obsperl oop) 20
set config(fairshare. maxj obsperbucket) 40

Job Cohorts

[E/ Note: Thisisanew experimental concept in the 2017 release.

A job cohort is a collection of jobs that require special FIFO scheduling. These jobs are always given a FairShare rank of 0 and are
therefore scheduled " as soon as possible".
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These type of jobs typically occursin conjunction with large distributed parallel jobs. If awide DP job has been partially
dispatched, it isimportant that the rest of the partial jobs get dispatched right away, else we waste alot of time waiting for the
rendezvous. In the current implementation of partial Tool if at least 25% of the DP job has been dispatched, then all the remaining
DP job components become a cohort and will be dispatched "as soon as possible," therefore bypassing other scheduling rules.

Another application of job cohortsisto schedule sets of jobs that are relatively short, but only have value when al of them have
been executed, for example a"smoke regression test", those short regressions that many organizations require of their engineers
before a change to the input data can be checked into the repository. If the smoke test begins and is, say, 50% dispatched, then it
becomes very valuable to make sure that the other jobs in the smoke test also get executed, bypassing the FairShare rules.

It is possible to abuse this concept and say that all my jobs are "cohort” jobs. Abuses will be detected and warnings will be issued.

How to Turn On/Off Cohorts

Thereisonly one low level method to activate cohorts, viathevt k_set _cohort API.

vtk _set cohort $set

ld 1 ;# Set the cohort flag on all jobs contained in set.
vtk_set _cohort $setld O ;#

Reset the cohort flag on all jobs contained in set.

Proprietary Information of Altair Engineering A A LTAI R



Altair Accelerator 2024.1.1
Altair Accelerator Administrator Guide p.102

Database

Accelerator stores historical information about jobsin arelational database. As of version 2015.09, the database is fully integrated
and managed as part of Accelerator. This section provides an overview of the components that run and manage the database.

The database, vovdb, is based on PostgreSQL ™, a performant and reliable open-source database engine with decades of wide-scale
use. There are two ways to configure and manage vovdb: through the web Ul and via the command line.

It should never be necessary to run vovdb directly; once configured and enabled, Accelerator will automatically start and stop the
database as needed.

Daemon

Certain database tasks are managed via the vovdbd daemon: a background process that can load data, perform maintenance, or
trigger backups. These tasks can be configured through the database administration web Ul.

Refer to the Daemons documentation for more information on how Accelerator manages daemons.

Tasker

=] Note: Theinformation in this section does not apply to Windows-based installations.

A vovdbd tasker will be created as necessary to manage the database. This occurs when certain database commands (starting,

stopping, and performing backups) are run from a host different than the configured database host.

Thistypically occurs when the database is configured with aremote host, but may also occur with alocal database if command
line operations are run from another machine. In either case, the command is automatically spawned to the vovdbd tasker as an
interactive job; the command behaves identically whether run locally or remotely.

The vovdbd tasker does not consume alicense, and is reserved for database-related jobs only.

Set Up

For the first start of Accelerator, click Admin > System > Database to configure the database. Y ou must have ADMIN privileges
on the Accelerator server to configure and control the database.
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Database Configuration
Database Location

Paort of the database to listen for connections.
By default, the systemn initialized a random port to use.

Port: | 11505

Pzth to the datsbase storage location as ssen by the specified host

It iz highly recommended to use a path that is located on the specified host's local disk for performance and
Path:  Cahtair/db2 reliability reasons.

It iz also recommended to include this product's instance name (icrnon) in the path to help identify the directony's

purpose.

Edit Location

Database Control

Database Tasks
These tasks require the vovdbd daeman.
Daemon status: down

Enable Data Loader

For LicenseMonitor this controks loading of sampled checkouts only.
Checkouts and denizls gathered through debug log parsing are loaded
by the parsing job regardless of this setting.

|Reset| Save |

Figure 4: System Database Configuration

Database L ocation

In this section, specify the host (if a separate database host is desired), port (if a specific port is desired), and the path to the
database directory as seen by the specified database host. The configuration page will default to using the local host, a port
randomly selected, and a path that is located in the installation area.

If configuring a separate database hogt, it is assumed that an SSH connection can be made between the Accelerator server host and
the remote database host without a password prompt appearing. Consult your I T organization to set up an SSH key environment if
needed.

5/ Note
e Separate database hosts are not supported for Windows-based installations.

e |tishighly recommended to utilize the local file system for the database directory. While remote file systems
will work, the resulting performance will be far less than with the local file system.

The database host and path can a so be configured from the command line. See Configure the Database from the Command Line
for more information.

Database Control
After the database host and location have been specified, drag the slider switch to the ON position to create and start the database.
The database will now be started automatically upon each start of Accelerator.

To stop the database, drag the slider switch to the OFF position. When the database is not running, datawill continue to be
collected by Accelerator but it will not be loaded until the database is restarted.
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The database can aso be started and stopped from the command line. See Configure the Database from the Command Line for
more information.

Database Tasks
This section allows configuration of the database tasks. These tasks cannot be configured from the command line.

The tasks are run by the vovdbd daemon. Statusis shown and updated every 30 seconds. For more information, refer to Altair
Accelerator Daemons.

The Data Loader checkbox controls the automatic loading of jobs. The loader runs continuously, but is automatically disabled
when doing maintenance or backup.

The Maintenance settings enable daily database maintenance and specify the time window to perform maintenance. The database
is still available during the maintenance window; however performance may be impacted. For thisreason, it is best to schedule
maintenance for off-peak hours.

Database Backups enables automated backups. The frequency of the backups, backup location, time window in which to start the
backup, and how many backups to keep can be specified. Aswith maintenance, the database is still available while abackup is
being made, however performance will be impacted.

[E/ Note: Network storage is acceptable for database backups.

Configurethe Database from the Command Line

The command line utility vovdb_ut i | can be used to configure most aspects of the Accelerator database. Y ou must have
ADMIN privileges on the Accelerator server to configure and control the database.

To execute the utility, first set up the CLI:

% vovproj ect enable vnc

vovdb_util

Utilities for use with the VOV database.

vovdb_util: Usage Message
DESCRI PTI ON:
Uilities for use with the VOV dat abase.
USAGCE:
% vovdb_util <COWAND> [ COMVON OPTI ONS] [ OPTI ONS]
COVIVANDS:
backup <dest > -- Backs up the VOV database to the specified
destination. This command nust be run on
t he sanme machi ne as the database. |If the

destination exists it nust be enpty.
The dat abase nust al so be runni ng.
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clearcfg [-noconfirm -- Resets the VOV dat abase configuration to
the initial, unconfigured state. Pass
-noconfirmto skip confirmation.

exportconfig <fil eout> -- Exports VOV database configuration
properties DB * to obfuscated file.

export passwords <fil eout > -- Exports VOV dat abase passwords
fromproject to obfuscated file.

hel p -- Shows hel p information.

i mportconfig <filein> -- I nports VOV database configuration
properties DB * from obfuscated file.

i mport passwords <filein> -- Inmports VOV dat abase passwords

from obfuscated file to project.
configure [-v] [-reset] [-noconfirm <host> <root> [<port>]
-- Sets the host, root data path, and port for
t he VOV dat abase. Pass -reset to overwite
exi sting settings. Pass -noconfirmto skip
confirmation.

showcf g -- Prints out current VOV dat abase
configurati on.

startdb -- Starts the VOV database. WII restart a
runni ng dat abase.

st at us -- Prints current VOV dat abase st at us.

st opdb -- Stops the VOV dat abase.

upgrade [-noconfirn] [-sdb sourcedir] [-spgsw pg_software dir]
-- Upgrades the VOV database to use the newest
versi on of the PostgreSQ. engi ne.
Opt i ons:
-noconfirmto skip confirmation
-sdb to specify path to Source dat abase
-spgsw path to ol der version of PG
bi nari es conpatible with Source database

The foll owi ng commands are only supported for Accel erator and Monitor.

dunp [-pre201509] [-start <YYYYMVDD>] [-end <YYYYMVDD>]
-- Cenerate data files, optionally linmted to
the start and end tinmes specified. Pass
-pre201509 to dunp the database that was
used prior to 2015.09 (or beyond.)
trim<YYYYMVDD> -- Deletes data prior to the given date.

COMMON OPTI ONS:
-V -- I ncrease verbosity.

Database Configuration Options

Database configuration is handled by thevovdb_uti | confi gur e command. Pass -reset to overwrite an existing
configuration. Pass -noconfirm to skip confirmation.

To show the current configuration, usevovdb_uti | showcf g. To clear an existing configuration, usevovdb_uti |
cl earcf g.

Some examples:

% vovdb_util configure | ocal host /data/rtda/licnon

vovdb_util 08/ 17/2023 16:15: 03: nessage: Setting VOV database configuration to:
Host : srvl
Data Path: /data/rtdal/licnon
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Set configuration (yes/no)? yes
vovdb_util 08/17/2023 16:15:08: nessage: Configuration saved.

% vovdb_util configure -reset -noconfirm]l ocal host /data/rtda/db/licnon
vovdb_util 08/17/2023 16:15:53: nessage: Configuration saved.

% vovdb_util showcfg

vovdb_util 08/17/2023 16:16:00: nessage: The VOV dat abase configuration is:
Host : srvl
Data Path: /data/rtda/db/licnon
St at us: st opped

% vovdb_util clearcfg -noconfirm
vovdb _util 08/17/2023 16: 15: 24: nessage: Configuration has been cleared.

Database Control Options

Once the database is configured, it can be controlled with thevovdb_uti | start db and st opdb commands. Therewill be
additional output the first time the database is started as the on-disk structure is created.

Starting the database:

% vovdb_util startdb

vovdb 08/ 17/ 2023 16: 22:55: nessage: Creating database

The files belonging to this database systemw Il be owned by user "adm n".
This user nust al so own the server process.

The dat abase cluster will be initialized with [ocale "en_US. UTF8".
The default database encodi ng has accordingly been set to "UTF8".
The default text search configuration will be set to "english".

Dat a page checksuns are di sabl ed.

creating directory /data/rtda/db/licnon/dbdata9 4 ... ok
creating subdirectories ... ok
<sni p>

vovdb 08/ 17/2023 16: 22:58: nessage: Starting database

vovdb 08/ 17/ 2023 16: 22:58: nessage: LOG database system was shut down at 2023-08-17
16: 22: 56 CDT

vovdb 08/ 17/2023 16:22:58: nessage: LOG Milti Xact nmenber wraparound protections are
now enabl ed

vovdb 08/17/2023 16: 22:58: nessage: LOG database systemis ready to accept
connecti ons

vovdb 08/17/2023 16:22:58: nessage: Database engine is ready.

vovdb 08/17/2023 16:22:58: nessage: Configuring database. .

vovdb 08/ 17/ 2023 16:22:58: nessage: Creating user 'rtdangr'

vovdb 08/ 17/ 2023 16: 22:58: nessage: Creating user 'rtdausr'

vovdb 08/ 17/ 2023 16:22:58: nessage: Creating database 'rtda'

vovdb 08/17/2023 16:22:58: nessage: Database confi gured.

vovdb 08/ 17/ 2023 16: 22:58: nessage: Loading schema for LicenseMnitor..

vovdb 08/ 17/ 2023 16: 22:58: nessage: Creating table 'netadata'..

vovdb 08/17/2023 16:22:58: nmessage: Granting RO privileges to rtdausr. ..

vovdb 08/17/2023 16:22:58: nessage: Creating table 'l oadinfo'..

vovdb 08/ 17/ 2023 16: 22:58: nessage: Ganting RO privileges to rtdausr..

<sni p>

vovdb 08/ 17/ 2023 16: 22:59: nessage: Schena | oaded

vovdb 08/17/2023 16:22:59: nessage: Database is ready.
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vovdb_util 08/ 17/2023 16:22:59: nessage: Database started.

Stopping the database:

% vovdb_util stopdb
vovdb_util 08/ 17/2023 16: 31: 22: nessage:. Stoppi ng dat abase. ..
vovdb_util 08/ 17/2023 16: 31: 23: nessage: Dat abase stopped.

Database Tasks

At present, database tasks such as the automatic loader, daily maintenance, and automatic backups can only be configured through
the web interface. Refer to Set Up for more information.

Database Engine Versions and Upgrades

Accelerator includes version 14.4 of the PostgreSQL database engine that is used by the VOV database daemon vovdb. This
section describes how to determine if a database upgrade will be needed when upgrading the Accelerator product software.

Database Engine Versions

PostgreSQL 14.4 is an improved and updated database version. An existing database created with PostgreSQL 9.4 or 9.6 cannot
be used directly in 14.4; it must be upgraded. The upgrade process is described in Database Upgrades. When you plan to upgrade
an existing Accelerator project from a Accelerator software version with PostgreSQL 9.4 or 9.5 to a Accelerator version with
PostgreSQL 14.4, you will need to choose a database upgrade strategy from the options described in the Altair Accelerator
Software Installation Guide.

To determine the running Accelerator project’ s PostgreSQL version, visit the System > Database Configuration web Ul page.
If the PostgreSQL version is 14.4, then you may simply upgrade Accelerator via the Software Upgrade Instructions section in the
manual.

L oad Data

This section details the methods that Accelerator uses to load data into the database.

Automatic Loading

Checkout data files generated from sampled data will be automatically and continuously loaded if the daemon-based loader is
enabled.

Job datafiles generated by the server are automatically and continuously loaded when the daemon-based |oader is enabled. Refer
to Set Up for more information.

Manual Loading
Manual loading of job data files can be accomplished by using thevovsqgl | oad_j obs command line utility.

To execute the utility, set up the CLI:

% vovproj ect enable vnc
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vovsqgl | oad_j obs: Usage Message

DESCRI PTI ON:
Load job-1ogs into the SQ. database. Useful also to nerge
the data fromnultiple sites (or multiple clusters).
The nane of the site should preferably be short.

USAGE
% vovsql | oad_j obs [OPTIONS] <listO JobsLogs>
OPTI ONS:
-db -- Override DB sel ection
-force -- Force loading of log files
-site <NAME> -- Specify a nanme of a site
- not ool s -- Disable processing of tool nanes.
The toolnane is normally the tail of the first
argunent of a command. In sone sites, the tools
are auto-generated and are uni que for each
command, so that they have no neani ng but cause
a tremendous over head.
-V -- Increase verbosity
-q -- Quiet verbosity
EXAMPLES:

% vovsql | oad_j obs ./jobs/2009*

% vovsql | oad jobs -site ronme ./jobs/2009*
% vovsql | oad jobs -db ./jobs.sqg3 jobs.log
% vovsql | oad jobs -notools jobs.log

Export Data

One function of the utility vovdb_ut i | isto export the database into jobs data files. The exported files are saved in the
vnc. swd/ dat a/ dunp directory.

To execute the utility, first set up the CLI:

% vovproj ect enable vnc
vovdb_util

vovdb _util: Usage Message
DESCRI PTI ON:
Uilities for use with the VOV dat abase.

USAGE:
% vovdb_util <COMVAND> [ COVMON OPTI ONS] [ OPTI ONS]
COMIVANDS:
backup <dest > -- Backs up the VOV database to the specified
destination. This command nust be run on
t he sanme machi ne as the database. If the

destination exists it nust be enpty.
The dat abase nmust al so be running.
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clearcfg [-noconfirm -- Resets the VOV dat abase configuration to
the initial, unconfigured state. Pass
-noconfirmto skip confirmation.

exportconfig <fil eout> -- Exports VOV database configuration
properties DB * to obfuscated file.

export passwords <fil eout > -- Exports VOV dat abase passwords
fromproject to obfuscated file.

hel p -- Shows hel p information.

i mportconfig <filein> -- I nports VOV database configuration
properties DB * from obfuscated file.

i mport passwords <filein> -- Inmports VOV dat abase passwords

from obfuscated file to project.
configure [-v] [-reset] [-noconfirm <host> <root> [<port>]
-- Sets the host, root data path, and port for
t he VOV dat abase. Pass -reset to overwite
exi sting settings. Pass -noconfirmto skip
confirmation.

showcf g -- Prints out current VOV dat abase
configurati on.

startdb -- Starts the VOV database. WII restart a
runni ng dat abase.

st at us -- Prints current VOV dat abase st at us.

st opdb -- Stops the VOV dat abase.

upgrade [-noconfirn] [-sdb sourcedir] [-spgsw pg_software dir]
-- Upgrades the VOV database to use the newest
versi on of the PostgreSQ. engi ne.
Opt i ons:
-noconfirmto skip confirmation
-sdb to specify path to Source dat abase
-spgsw path to ol der version of PG
bi nari es conpatible with Source database

The foll owi ng commands are only supported for Accel erator and Monitor.

dunp [-pre201509] [-start <YYYYMVDD>] [-end <YYYYMVDD>]
-- Cenerate data files, optionally linmted to
the start and end tinmes specified. Pass
-pre201509 to dunp the database that was
used prior to 2015.09 (or beyond.)

trim<YYYYMVDD> -- Deletes data prior to the given date.
COMMON OPTI ONS:

-V -- I ncrease verbosity.
Database Export

Database export isdone using thevovdb_uti | dunp command. Pass the optional -start YYYYMMDD and -stop
YYYYMMDD to restrict the dump to after the specified start date and before the specified end date.

Dump Pre-2015.09 Databases

If updating Accelerator from aversion prior to 2015.009, it is possible to pass the -pre201509 optiontovovdb_uti | dunpto
generate data files from the old database. This can be used to save old dataif the original datafiles are no longer present.

Exported Jobs Directory

Thevnc. swd/ dat a/ dunp/ j obs directory contains the exported jobs data. The dumped data files can be loaded into a new
database using thevovsql _| oad_j obs utility.
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Database Backup

There are two ways to do direct backups of the database: automatic and manual. In addition, the origina source data files may be
saved.

Automatic Backups

Automatic backups are configured through the administration web Ul. When enabled, the backups are generated in subdirectories
of the configured Backup Location named for the time of backup.

If the backup location is configured as:

/ dat a/ rtda/ db_backup/ vnc

The backup started on August 21st, 2023 at 1:00AM will be located in:

/ dat a/ rtda/ db_backup/ vnc/ 20230821 010000

Manual Backups

Manual backups are generated by running thevovdb_ut i | utility. Backups are generated directly in the directory specified; it is
recommended to specify the time of backup in the directory name for future reference. Example:

% vovdb_util backup /datal/backup/vnc/2023Aug22 10AM

Sour ce Data Backups

In addition to backing up the database directly, the source data files used to popul ate the database can be saved. The source files are
located in vnc. swd/ dat a and can be used to rebuild a database from scratch. No utility is provided to save thesefiles.

Restor e a Database from Backups

The procedure to restore from backup is the same whether the backup was generated automatically or manually.

1. Ensurethe current database is stopped, either through the web Ul or viathe command line.

2. Delete or move the existing database.
For example, if the databaseislocated at / dat a/ r t da/ db/ vnc, it can be moved with:

% mv /data/rtda/db/vnc /datal/rtda/db/vnc. bad
3. Copy or move the backup to the original database location.

# Using the exanple of an automatic backup from above.
% mv /datal/rtda/db_backup/vnc/ 20160821 010000 /data/rtda/db/vnc

# Using the exanple of a nmanual backup from above.
% mv / dat a/ backup/ vnc/ 2016Aug22 10AM / dat a/ rt da/ db/ vnc

4. Restart the database.
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Rebuild a Database from Sour ce Data Files

Ensure the current database is stopped, either through the web Ul or viathe command line.

2. Delete or move the existing database.
For example, if the databaseislocated at / dat a/ r t da/ db/ vnc, it can be moved with:

% mv /data/rtda/db/vnc /datal/rtdal/db/vnc. bad
3. Reload the source data files.

% vovproj ect enable vnc
% cd “vovserverdir -p data/jobs’
% vovsql | oad jobs *

Track Job Commands

Eachjob hasafield called t ool , which is stored in the database and is used for reporting. Thisfield is automatically computed to
be the tail of the first command line argument that is not a known wrapper.

For example, if the command lineisvw / bi n/ cp aa bb, thet ool field hasthe value cp because vwisawrapper and/ bi n/
cp isthefirst argument that is not a wrapper.

Problem: The Number of Tools Explodes

Scripts may be generated automatically with unique names assigned to each script, containing elements such as timestamps or
random seeds. This method affects the meaning of t ool . It appears that each tool is used only once and thereisavery large
number of tools, which leads to excessively slow reporting times. In this scenario, the value of thefieldt ool needsto be
controlled.

Realizing a problem with t ool often emerges late in the deployment of Accelerator. A solution for this problem has two
components:

* A post-processing script to modify thet ool field in the SQL database. This script is called
vovsgl _normalize field.

« A facility to control the value of t ool at job creation time using FDL. This only requires setting the variable make(t ool )
beforethejob is created.

Thevovsgl_normalize field Utility

The utility vovsgl _normal i ze_fi el d changesthevalueof thet ool i d field in the jobs tablein SQL. The recommendation
isto usethe utility isto create a configuration file called db_r enan®e. t ¢l inthedirectory vnc. swd/ db and then call the utility
asfollows:

% vovsql _nornalize field -file vnc.swd/db/ normalize.tcl

This can also be done automatically with aliveness script (XXXXX TO BE DONE).
Thefiledb_renane. t cl contains callsto aprocedure called SQL_NC_FI X _TOOL which takes 2 parameters:
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A regular expression to select the bad tool names. This expression isin SQL syntax; is must include the character '%' to

match any substring.
e The new vaue of thetool name. Using a simple name is recommended.

Exanpl e of *.swd/db/normalize.tcl file.
SQL_NORMALI ZE_TOOL vrun% VRUN
SQL_NORMALI ZE TOOL gen_scri pt %seed% SIM

Control the Tool Field at Job Creation Time
In Accelerator, control thet ool field with the option -tool innc r un. In ajob class definition, the value of the variable

VOV_JOB_DESC(tool) can be set.
% nc run -tool SIM./simsimseed 123487897 ts 12122212 aa to_bb

Thet ool fieldisasoimportant from a scheduling point of view because the tool field can be associated with a resource map. In
the following example, if thereis aresource map called Tool : SI M it will be honored for al jobs that have atool value equal to

SIM
# In a jobclass definition file

set VOV _JOB DESC(tool) "SI M

Plot Jobs

The script j obpl ot s. cgi can generate plots of jobs over a period of time. The jobs are organized by project, user, host, or

jobclass.

Following is an example of aplot by project:

run Ln 201304

0]

Figure 5: Example: running jobs
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Figure 6: Example: waiting jobs

Customize Plot Colors

Thescript j obpl ot's. cgi usesasmall palette of 12 colors. Depending on what is shown, it is possible that the same entity is
plotted in adifferent color. Thefilepl ot . confi g. tcl inthe SWD (e.g. vnc. swd/ pl ot . confi g.tcl ) canbeusedto
specify the color to be used for a specific project, host, user, jobclass, etc.

# Exanpl e of plot.config.tcl used by | obplots. cgi

# Use synbolic nanes for colors (see rgb.txt)
JobPl ot Col or projects arnB pink
JobPl ot Col or projects rout5 yell ow

# Use hex value for colors (no # and no O0x pl ease)
JobPI ot Col or jobcl asses hsi m 33FF88
JobPl ot Col or jobcl asses dc EE44AD

Generate Custom Reports

The Accelerator database is open for custom queries using SQL.

Database Structure

The main table in the database is called j obs. Asthe table is expected to grow very large (billions of records), it is composed
of integer fields only, which are used as references into auxiliary tables. Refer to Database Schema for more information on the
database structure.

Writing Custom Queries
Arbitrary reports can be generated using vovsql _quer y. (Some knowledge of SQL isrequired.)

The following example shows the host and users for all the jobs that ran for more than one hour.

SELECT hostid, userid, endtinme - starttinme AS duration
FROM j obs
VWHERE dur ati on > 3600
ORDER BY dur ati on DESC
LIMT 100;

There are two ways to pass the SQL command:
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1. Directly on the command line:
% vovsql _query -e "SELECT hostid, userid,

2.  Withinafile:

% vovsql _query -f file_w th_your sqgl _query
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Database Schema

The SQL schema used by this version of Accelerator isvisualized in the following entity-relationship diagram.

== metadata

¢ row_limiter

schema version

** fsgroups =5 projects

== jobs
g id

¢ endtime

projectid
fsgroupid
userid
roupid
toolid
resourcesid

grabbedid

statusic
spriority
submittime

starttime

== osgroups == users

== |oadinfo
g id
filename
filemds
filepos
loadtime

mtime

Figure 7: The Accelerator Database Schema

J\ ALTAIR

Proprietary Information of Altair Engineering



Altair Accelerator 2024.1.1
Altair Accelerator Administrator Guide p.116

Fair Share

FairShare allocates CPU cycles among groups and users according to policies defined by the administrators. FairShare is the
dominant criteriain the scheduler, more important than job priorities. The fairness of CPU time allocation is computed using a
multi-level FairShare tree. Each node in thetreeis called a Fair Share Group (abbreviated f sgr oup) and is characterized by a
name, aweight, and atime window.

Each job belongs to one and only one f sgr oup. The contribution of each job to the FairShare mechanismis controlled by the
parameter f st okens, which is 1 by default. If f st okens is0, then the job will not contribute anything to the actual share (this
isonly rarely useful). If f st okens is 2, then the job contributes twice as much as aregular job with f st okens set to 1.

Anf sgroup is"active" if some of itsjobs are either running or queued, or, recursively, if any of its childrenis active.

The FairShare tree can be surprisingly large. Some organization have more than 16,000 nodes in the tree, on account of the large
number of projects and users, although typically, at any onetime, only lessthan 100 f sgr oups are active.

The goal of the FairShare algorithm isto allocate resources to the active f sgr oup so that the actual share of resourcesis as close
as possible to the target share defined by the weights. To be clear, thef sgr oups that are not active are not considered in the
FairShare agorithm.

e Thetarget shareiscomputed fromthef sgr oup weights and alocated to al activef sgr oups. The inactive fsgroups get a
target of 0%

e Theactual shareiscomputed from the contribution of each job according to the overlap of the job execution and the time
window multiplied by the f st okens parameter. The actua share consists of two components: the "running actual share"
based on the number of jobs currently running, weighted by f st okens, and the "historical actual share" based on the
overlap of the job execution time and the time window, also weighted by f st okens.

Each activef sgr oup isassigned a 'rank’ computed from the difference between its target share and actual share. That rank isthen
assigned implicitly to all jobs that belong to that f sgr oup. Thef sgr oup that has the highest deficit will get rank of 0, while
thef sgr oup with the largest excess share will get alarge rank (depending on current number of activef sgr oups). Therank
determines which jobs are preferred for dispatch, so that the scheduler first considers dispatching the jobs that have lower rank,

i.e. jobsfromf sgr oups under their target share. If those jobs cannot be dispatched, because of other constraints such as RAM or
limits, then the scheduler considers jobs with higher rank.

The default FairShare window is 2 hours meaning that we consider the time interval starting 2 hours before the present. Normally
all nodes in the FairShare tree have the same time window, but that is not arequirement. In particular, it is possible to set the time
window to zero in anode to disable FairShare for nodes under that node, by setting the rank of all children to the same value.

Selecting the appropriate window size is a balance between responsiveness and accuracy. A wide time window required more
computation than a narrow window. The average job length and overall daily workload should be taken into account when
selecting an appropriate window size.

Asarule of thumb, if your workload is small, i.e. under 100,000 jobs per day, do not worry about the FairShare window. If

your workload exceeds 100,000 jobs per day, perhaps you want to use a shorter time window, such as 10 minutes. Workloads of
millions of jobs per day can benefit with atime window of 2 minutes. Also relevant here is the frequency of update of the actual
shares, which is controlled by the parameter f ai r shar e. updat ePer i od. The default value for this parameter is 0, meaning
that the FairShare datais updated a frequently as needed, perhaps multiple times a second. For large workloads it may be a good
idea to set that parameter to 3 or 5 seconds.
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Fair Share Rank
A f sgroups' s rank ranges from zero upward. Jobs from f sgr oups ranked closest to zero are preferred for dispatch. The
rank is computed by ordering thef sgr oups by acombined 'distance’ between itstarget share and actual share. This distance
has a'running' component and a'historical' component, based on jobs in the window. The vovserver configuration parameters
fairshare.rel ativeandfairshare.rel ative_al pha control the influence of the historical versus running distance
on the actual rank. Refer to Server Configuration for details.
FairShare features:

e Multiple multi-level FairShare trees are supported. The default number of levelsis 2.

« Each nodein aFairShare tree has its own window size and weight.

< Ability to disable FairShare for a sub-tree by setting the window size to zero.

e Privileges are controlled with Access Control Lists (ACLSs) for fine grained control.

Fair Share Tree Naming Conventions

Each f sgr oup has a hierarchical name where the components are separated by a"/", similar to afile name. The default f sgr oup
is/ ti me/ user s. The name can take one of the following three forms:

Type Form Example

FS-Group HIERARCHICAL_GROUP_NAME /time/users

FS-User HIERARCHICAL _GROUP_NAME.USEF /time/users.joe

FS-Subgroup HIERARCHICAL_GROUP_NAME.USEF /time/users.joe:myregressionl

Each component in the name has to be alpha-numeric, and can contain _. The . character is not allowed except in the FS-User
component. The/ and : are not allowed anywhere.

Type Example

FS-Group /proj/sanjose/library/ga

FS-User [proj/sanjose/library/ga.john
FS-Subgroup /proj/sanjose/library/ga.john:mytestl

Each node in the FairShare tree has an owner who has the authority to set the weights for al the subnodesin the tree. For example,

the owner of group/ t i me/ med can set theweightsfor / t i me/ med/ sanj ose and any other nodes of theform/ t i ne/ med/
*

Define Fair Share Groups

The FairShare tree is dynamic and can be changed at any time. If you like a configuration, you can save it into afile and then you
canreload it at alater time. The main tool to perform these actionsisvovf sgr oup
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Fair Share Command Line Utilities
To view al FairShare groups, use vovf sgr oup show:

I D GROUP
RUNNI NG  QUEUED
000000016 /
0 0
000001012 /system
0 0
000001050 /s
0 0
000001053 /system t asker s/ nessages
0 0
000001056 /system taskers/reservations
0 0
000001006 /time
0 0
000001009 /ti me/ users
0 0
000001081 /ti me/users. cadngr
0 0

ystenl t askers

An older method till availableisto usevovshow - gr oups:

% vovshow - gr oups
I D GROUP
02223424 [ system
02223422 /time
02223423 /tine/users
02223435 /tinme/users. cadngr

OMWNER VEI GHT W NDOW
(server) 0 1h00m
cadngr 100 Os
cadngr 100 Os
cadngr 100 Os
cadngr 100 Os
cadnygr 100 1h00m
cadngr 100 1h00m
cadnygr 100 1h00m

W NDOW
1nD0s
1h00m
2h00m
1h00m

For a specific f sgr oup, you can use an additional argument to vovf sgr oup show FSGROUPNANME:

% vovfsgroup show /time/users
| d: 000001009

Ful | Name: /tine/users

Owner : cadnygr

Wei ght : 100

W ndow. 1h00m

Rank: -1

ACL 1: OMER " ATTACH DETACH EDI T VI EW STOP FORGET DELEGATE EXI STS

ACL 2: EVERYBODY ™" ATTACH VI EW

000001081 /time/users. cadngr

100 cadngr

Permission isrequired to create f sgr oups and to change their weight. Y ou can try the following commands as the ADMIN user

for your Accelerator instance:

% vovproj ect enable vnc

% vovfsgroup create /app/prinetine
% vovfsgroup create /app/spice

% vovfsgroup create /app/other

% vovfsgroup nodi fy /app/prinetime weight 300

% vovf sgroup nodify /app/spice wei ght
% vovfsgroup nodi fy /app/other wei ght
% vovf sgroup nodrec /app wi ndow 1h

% vovf sgroup exists /app/other
% vovf sgroup exists /app/not_there

% vovfsgroup genconfig saved ny cool config.tcl

ext ensi on
% vovfsgroup del ete /app

### | nportant to use the .tcl
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% vovf sgroup | oadconfig saved nmy cool config.tcl

For more information, refer to Configure FairShare via the vovfsgroup Utility.

Monitor Fair Share

From the command line, start the monitors with

% nc nonitor

From the browser interface, visit the Project Home page and then select the FairShare link.

Target Share Example

In the following example, it is assumed two groups are defined, the default group / t i me/ user s and another group named /
time/ regr.Theusersmaur een and mur al i are members of the/ ti me/ user s group. User j ohn isamember of the/
ti me/ regr group. Itisalso assumed that all users have jobs queued. Following is how the target shares would be determined
using the two-tier method.

There are two groups in the queue, each group with aweight of 100. Therefore, at the start, the FairShare percentage of each can be
calculated as such:

/tinmelregr share
/tinmelusers share

100/ ( 100+100) 50%
100/ ( 100+100) 50%

Now assume that withinthe/ t i e/ r egr group, only j ohn hasjobs. That user gets 100% of the group's share or 50% of the
overall cycles.

/timel/regr.john share
/tinmel/users share

100/ (100+100) 50% * 100% = 50%
100/ (100+100) 50%

Withinthe/ t i me/ user s group, two users have jobs as shown below:

25%
25%

/time/users. naur een shar e
[time/users. murali share

10/ ( 10+10) 50% * 50% gr p
10/ (10+10) 50% * 50% grp

If another user sur esh, who isamember of theuser s group submits jobs that are queued, the target shares would change as
follows:

/time/users. naureen share = 10/ (10+10+10) 33% * 50%grp = 16. 7%
/time/users. murali share = 10/ (10+10+10) 33% * 50%grp = 16. 7%
/time/users. suresh share = 10/ (10+10+10) 33%* 50%grp = 16. 7%

Because the user sur esh just entered the queue, his actual share will probably be much less than the target share. Therefore, his
jobswill be launched ahead of the other users as the system tries to bring his actual share up to histarget share. An example of the
overall FairShare picture is shown below (target shares shown):

/tinmel/regr.john share = 100/ (100+100) 100% * 50% grp = 50. 0%
/time/users. naureen share = 10/ (10+10+10) 33% * 50%grp = 16. 7%
/time/users. murali share = 10/ (10+10+10) 33% * 50%grp = 16. 7%
/time/users. suresh share = 10/ (10+10+10) 33%* 50%grp = 16. 7%
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Configure Fair Share via the vovfsgroup Utility

Thevovf sgroup utility is used to manage FairShare groups (f sgr oups) from the command line. This includes creating,
deleting and listing them with attributes and ownership.

Fsgr oups have an associated owner and an Access Control List (ACL) to describe the operations that may be performed on the
group. ACLs permit management of f sgr oups to be delegated and distributed among multiple users.

Thevovf sgr oup command is also used to manage the ACLs of f sgr oups. (seedsovt k_acl _op).

vovfsgroup

Create, show, and modify attributes of FairShare groups. The script also controls Access Control Lists (ACL) for FairShare groups.

vovf sgroup: Usage Message

DESCRI PTI ON:

Create, show, and nodify attributes of FairShare G oups.

The script also controls Access Control Lists (ACL) for

Fai r Share groups. See information on ACL for additional detail.

SYNCPSI S:

% vovf sgroup <action> <group> ...

VHERE:

<action> is one of "acl, aclrec, create, exists, delete, genconfig,

| oadconfi g, nodify, nmodrec, nornalize, show'
and is case-insensitive
<gr oup> is the name of the FairShare group

USAGE:
vovfsgroup acl <group> GET
/'l Retrieve FairShare G oup ACLs
vovf sgroup acl <group> RESET
/'l Reset FairShare Group ACLs to Default
vovfsgroup acl <group> APPEND OMNER "Privil ege List"
/'l Append Privs to FairShare G oup
vovf sgroup acl <group> APPEND EVERYBODY "Privil ege List"
/1 Append Privs to FairShare G oup
vovfsgroup acl <group> APPEND USER <user> "Privil ege List"
/'l Append Privs to FairShare G oup

Same as above, but apply setting recursively
to all nodes in the FairShare group:
vovfsgroup aclrec <group> GET
/'l Retrieve FairShare G oup ACLs
vovfsgroup aclrec <group> RESET
/'l Reset FairShare G oup ACLs to Default
vovfsgroup aclrec <group> APPEND OMER "Privil ege List"
/1 Append Privs to FairShare G oup
vovfsgroup aclrec <group> APPEND EVERYBODY "Privil ege List"
/1 Append Privs to FairShare G oup
vovfsgroup aclrec <group> APPEND USER <user> "Privil ege List"
/1 Append Privs to FairShare G oup

vovfsgroup create <group>
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/1l Create a new FairShare group

If the owner-user of the product instance is performing the clone:
vovfsgroup cl one -take <group> <new group>
/1 Clone an existing group and all subgroups to a new group,
/1 with the current user taking ownership of the new group
/1 and all subgroups
vovfsgroup clone -preserve <group> <new group>
/1 Clone an existing group and all subgroups to a new group,
/1 wi th ownership of the new group and all subgroups
/1 copied fromthe original group
I f any other user is perfornming the clone:
vovfsgroup clone <group> <new group>
/1 Clone an existing group and all subgroups to a new group,
/1 with the current user taking ownership of the new group
/1 and all subgroups

NOTE: the owner-user of the product instance MJIST specify either -take
or -preserve with the clone conmand. Users other than the
owner - user cannot use the -preserve argunent. Only subgroups to
whi ch the user has access will be cl oned.

vovfsgroup exi sts <group>

/1l Exit status = 0 if group exists
vovfsgroup del ete <group>

/'l Del ete a FairShare group
vovfsgroup del ete -unused

/1 Renopve unutilized FairShare groups

vovfsgroup nodify <group> wei ght <integer-val ue>
/1 Change the wei ght of a FairShare group

vovfsgroup nodify <group> wi ndow <ti me-spec>
/1l Change the w ndow size of a FairShare group

vovf sgroup nodify <group> owner <owner-nane>
/'l Change owner (requires SERVER st at us)

vovfsgroup nodify <group> flatten <0| 1>
/1 Changed the flattened/ non-flattened state of the group
/1 (0 by default). If a group is flattened, its target
/1l share is calculated differently; instead of the usua
/1 hierarchical weighting, all non-leaf node wei ghts are
/1 ignored and | eaf nodes are wei ghted agai nst each ot her
/1 as though they were all part of the sane |evel of
/1 hierarchy. Note that vovfsgroup nodrec shoul d not be
/1 used with flatten; it will work but is inefficient,
/1 as vovfsgroup nodify will already propagate the flag
/1 to any child groups.

Sane as above, but apply setting recursively
to all nodes in the FairShare group:
vovf sgroup nodrec <group> wei ght <integer-val ue>

/1 Change the weight of a FairShare group.
vovfsgroup nodrec <group> w ndow <ti me-spec>

/1 Change the w ndow size of a FairShare group.
vovfsgroup nodrec <group> owner <owner - nane>

/1 Change owner (requires SERVER status).
vovfsgroup genconfig <NEW CONFI G FI LE>

/'l Generate config file (name specified)

EXAMPLES:

% vovfsgroup hel p

% vovfsgroup create /class/sim

% vovfsgroup nodify /tinme/users weight 121
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"ATTACH VI EW
"ATTACH VI EW
"ATTACH VI EW

% vovfsgroup nodify /tinme/users w ndow 8h

% vovfsgroup nodify /tinme/users owner nary

% vovfsgroup nodify /tine/users flatten 1

% vovfsgroup nodrec /tine/users wi ndow 8h

% vovfsgroup exists /tine

% vovf sgroup show

% vovfsgroup show /tine/users

% vovfsgroup delete /class/sim/class/verilog

% vovfsgroup del ete -unused

% vovf sgroup acl /class/sim CET

% vovfsgroup acl /class/sim RESET

% vovf sgroup acl / cl ass/sim APPEND EVERYBODY
% vovfsgroup acl /cl ass/sim APPEND USER j ong
% vovf sgroup acl /class/sim APPEND USER j ong
% vovf sgroup acl / SET OMER "ALL"

% vovf sgroup
% vovf sgroup
% vovf sgroup
%

% vovf sgroup
% vovf sgroup
%

% vovf sgroup
% vovf sgroup

genconfi g

genconfig -serial

vovfsgroup Examples

This section provides examples of using vovf sgr oup.

Show the existing FairShare groups

Show details of an existing FairShare groups
Create a new FairShare group

Modify a FairShare group

Delete a FairShare group

Set default for FairShare group

Set ACL for aFairShare group

normal i ze /tinme/projects 1000

genconfig nyconfig.tcl
| oadconfig myconfig.tcl

nyconfi g. t xt
| oadconfi g nyconfig.txt

All children inherit the values of Window and Weight.

genconfig -l eaf MyG oupsl ncl udi ngLeaf Nodes. t cl

In all examples below, the command nc cnd as a prefix to make it clear that we want the command to be executed in the
Accelerator project. The prefix can be omitted if you first do avovpr oj ect enabl e vnc. You aso need to have ADMIN
privileges for most of these commands to work.
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[E/ Note: Configuration files can be viewed in various scripting languages. By default, the scripting language is Tcl.
The option -seria alows using serial text languages such as Perl. Example:

% vovfsgroup genconfig -serial #content is saved in serial text format,
one group per line

% vovf sgroup genconfig #content is saved in hierarchical tc
f or mat

Thevovf sgroup creat e command will now copy the parent ACL when creating a subgroup:

vovfsgroup create /abc/def

The above command will create anew group / abc/ def , with ACL permissions copied from the group / abc. If
there is no applicable parent group, the default ACL s will be used.

Show the Existing Fair Share Groups

The following example shows the summary of the existing f sgr oups, with their owner, weight, and time window. The/ ti me
and/ syst emFairShare trees are built-in. The/ syst emtreeis used by Accelerator and should not be modified or extended.

% nc crmd vovfsgroup show

I D GROUP OMER WEI GHT W NDOW
00001142 /system cadngr 100 1nD0s
00001140 /tinme cadngr 100 1h00m
00001144 /ti nme/ production cadngr 700 1h00m
00001145 /tine/ production.joe cadngr 1 1h00m
00001147 /time/regression cadngr 300 1h00Om
00001141 /tine/users cadngr 10 2h00m
00001185 /tine/users.joe cadngr 100 1h00m

Show Details of Existing Fair Share Groups

The following example shows the details of the/ t i me/ user s FairShare group. It shows that the owner has all ACL privileges,
and that everybody hasthe ATTACH and VIEW privileges. These privileges are needed to automatically create the default /
ti me/ users. <user - nanme> group the first time a user submits ajob without specifying a group name.

% nc cnd vovfsgroup show /time/users

OMER "" {ATTACH DETACH EDI T VI EW RETRACE STOP SUSPEND FORGET DELEGATE}
EVERYBODY "" {ATTACH VI EW
00001185 /tine/users.joe 100 j oe

Createa New FairShare Tree

This command creates the new fsgroup /division/project/block. The intermediate level /division/project is created automatically.
You must belogged in as auser with ADMIN privilege level in Accelerator'ssecurity. tcl file

% nc cnd vovfsgroup create /division/project/block

When you create anew f sgr oup, you become its owner. At present, there is no way to change ownership except to delete the
f sgr oup, then re-create it as the desired owner. See DELEGATE.

Theinitial ACLsassignedtoanf sgr oup whenitis created are:

DEFAULT_ACL 1: OMER " ATTACH DETACH EDI T VI EW FORGET DELEGATE EXI STS
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DEFAULT _ACL 2: ADM N n ATTACH DETACH EDI T VI EW FORGET
DEFAULT_ACL 3. EVERYBODY ™" ATTACH DETACH VI EW

M odify a Fair Share Group

The first command modifies the fsgroup /division/project/block. The weight is set to 200. The share assigned to this group will
be the weight divided by the sum of the weights of other activef sgr oups at thislevel (i.e. al other groups that have running or
gueued jobs).

The second command modifies the fsgroup /division/project/block and sets its time window to 4 hours. Thisisthe interval over
which recent jobs continue to contribute to FairShare rank.

% nc cnmd vovfsgroup nodify /division/project/block weight 200
% nc cnd vovfsgroup nodify /division/project/block wi ndow 4h

Append or Deletean ACL Element from a Group

APPEND can be used to append the defined privileges to the ACL list. DELETE is used to do the exact opposite of it, deleting
only what is specified.

For example, an fsgroup /mygroup with one of the ACLs being

USER "j ohn" ATTACH DETACH VI EW
and then executing

$ nc cnd vovfsgroup /nygroup APPEND USER j ohn EDI T
will append "EDIT" to thisACL and leads to

USER "j ohn" ATTACH DETACH EDI T VI EW

Now executing

$ nc cmd vovfsgroup /nygroup DELETE USER j ohn "EDI T"

will DELETE the"EDIT" privilege from the ACL again and leadsto

USER "j ohn" ATTACH DETACH VI EW

Set Default Weight for a Fair Share Group
The following creates the fsgroup /division/project/default, and assigns it aweight of 200. When another f sgr oup is created at
the samelevel, that is, asibling of def aul t , it automatically is assigned the weight from the def aul t group at that level.

% nc cnd vovfsgroup create /division/project/default
% nc cnd vovfsgroup nodify /division/project/default weight 200

Set Access Control Listsfor a Fair Share Group

The following sequence of commands first gets the current ACL of the group /time/regression for inspection. The second command
resetsthe ACL to its default value.

% nc cmd vovfsgroup acl /tinme/regression GET
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% nc cnd vovfsgroup acl /tinme/regressi on RESET

% nc cnd vovfsgroup acl /tinme/regression APPEND EVERYBODY "ATTACH VI EW

% nc cnd vovfsgroup acl /tinme/regression APPEND USER regrngr "ATTACH DETACH VI EW
EDI T FORGET DELEGATE"

The third and fourth commands add the ACL for EVERYBODY and regrmgr.

ACL 1: OMER " ATTACH DETACH EDI T VI EW FORGET DELEGATE EXI STS
ACL 2: EVERYBODY ™" ATTACH VI EW

Configure FairSharevia File

The options are;

-w (weight) Specify the relative weight of the group (default given by variable
$FSGROUP(weights), which is normally 100).

-t (timeWindow) Specify the time window used in the computation of the actual shares (default given
by variable $FSGROUP(windows) which is normally 7200, which is 2 hours).

[E Note: A timewindow of duration zero can be used to disable
FairShare for a subset of the FairShare tree.

-u (List-Of-Users) Specify alist of usersthat have exclusive access to that FairShare group. This
accessis controlled by an Access Control List.

-user Specify that the group isa USER level group

A FairShare configuration file that represents current FairShare state can be created in the web user interface. Click Fair Share >
Hierarchical Configuration. Thevovf sgr oup genconfi g command provides away to generate a FairShare cofiguration
file from the CLI.

Tcl Example

% vovfsgroup genconfig config.mysetup.tcl
% vovfsgroup genconfig -leaf config.nysetup with |eaf nodes.tcl

A FairShare configuration file (as generated by the example above) can be imported into the system with the command
vovf sgroup | oadconfi g, asfollows:

% vovfsgroup | oadconfig config.normal.tcl
Whereconfi g. normal . t cl containsthe FairShare configuration declared in Tcl asfollows:

# Copyright (c) 1995-2023, Altair Engi neering
# Al Rights Reserved.
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# $ld: //vov/branches/2023.1.2/src/etcDir/config/fairshare/config.normal.tcl#2 $

#

# This is an exanple of config for fairshare.
#

FSGROUP "cl ass" {

FSGROUP "sim' -w 0 -t 0 {
# In this branch, fairshare is disabl ed
# because the timew ndow is zero (-t 0)
FSGROUP jol |y
FSGROUP cronos -w 100 -t 3h

}

FSGROUP "urgent” -w ndow 10m {
FSGROUP h2p -w 300
FSGROUP jol Iy
FSGROUP cronos

}

FSGROUP projects -w 133 {
FSGROUP jolly {

FSGROUP normal -w 200 {}

FSGROUP random -w 80 {}

}

FSGROUP cronos {
FSGROUP nor nal
FSGROUP r andom

Serial Example

Thevovfsgroup genconfig -serial command providesaway to generate a FairShare configuration file in the "serial"
format.

% vovf sgroup genconfig -serial config.mnmysetup.txt
% vovfsgroup genconfig -leaf -serial config.nmysetup with |eaf nodes.txt

A FairShare configuration file in serial format (as generated by the example above) can be imported into the system with the
command vovf sgroup | oadconfi g, asfollows:

% vovfsgroup | oadconfig config. normal .txt
Where the content of fileconfi g. nor mal . t xt isasfollows:

# FairShare configuration file created by vovfsgroup on Mon May 02 16:55: 09 EDT 2022
# Qutput is in tab-separated key=val ue fornat

# ACL val ues are in AGENT/ NAME/ ACTIONS format, with nultiple ACLs separated by a
conma

group=/ wei ght=16777215 wi ndow=-1s fl atten=0

group=/time wei ght=100 wi ndow=1h00Om f| att en=0

group=/tine/users wei ght =100 wi ndow=1h00Om fl atten=0 acl =ONNER/ / ATTACH DETACH EDI T
VI EW STOP FORGET DELEGATE EXI STS CREATE, ADM N / ATTACH DETACH EDI T VI EW FORGET
CREATE, EVERYBODY/ / ATTACH DETACH VI EW

group=/ system wei ght =100 wi ndow=0s fl atten=0

group=/ systenl t askers wei ght =100 wi ndow=0s fl atten=0
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group=/ system t askers/cl osures wei ght =100 wi ndow=0s fl atten=0
group=/ system t asker s/ nessages wei ght =100 wi ndow=0s fl atten=0
group=/ syst em vovdbd wei ght =100 wi ndow=0s fl atten=0

Fair Share Weights Control Methods

The FairShare weight is capped at a maximum value of 100,000. The current implementation uses an integer scale. The use of
large ratios within a FairShare group, often as an attempt to implement a priority based queuing system, is discouraged.

Set Fair Share Weights Viathe Web Interface

FairShare Configuration

Group Name Window I Weight Flattened Target ACTIONS
1/ 1h00m 0 0 nfa PE
2[/time 1hgom| 10 0 n/a )
3|/system 1h0Om 100 0 n/a |
4|/proj 2m00s| 400 0 wa| P @
5|fies 1h00m 100 0 nfa cF |
6|/test 1hoom| 100 0 n/a ¥ )
7|/class 1hDOm 100 0 n/a |
8|/s0c 1h0om | 100 0 wa| P @
9| /small 1h00m 100 0 nfa cF |
10| /saddlebrown 1h00m 100 0 nfa e |
Showing 10 out of 15 rows | Limit rows to display: |10 | showalirows | Filter [ ignore casecs:
Figure 8:

Accelerator Admins can change the FairShare group weights from the browser. The weights can either be changed by using the
+/- buttons on the right, which changes the weight by 10%, or the weight can ssimply be entered under the weight column. Aswith
many configurations in Accelerator, the changing of weightsis only permitted by Accelerator Admins.

You can aso usevovf sgr oup to change the FairShare weights at any time.

Multiple Tokensin Fair Share

In FairShare, the number of license tokens for each job is counted. Sometimes there are jobs that use four tokens of alicense and
other jobs that use only one token of alicense, each to access different specific tool functionalities. For the best of use of resources
and scheduling, it may be undesirable to account for both types of jobs in the same way. To specify how selected jobs contribute to
FairShare, usethe field FSTOKENS inthenc run ... submission string.

The FSTOKENS field can be set on each job of which the statusis neither Failed nor Done. The default valueis 1. Typical values
are small integers, such as 2, 3, 4 or 8. The maximum value is 50000. The minimum value is 0, which indicates that the job does
not contribute to the FairShare value.

FSTOKENS can be applied for jobs in which the statusis not Failed or Done.
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To set FSTOKENS in Accelerator use the option -fstokensinnc r un. An exampleusing a"MMSIM" license follows:

% nc run -fstokens 4 -r License: MVSI M#4 -- ny_job_script_that _uses_ 4 tokens

The above will result in an decreased impact when FairShare is calculated for the job. This strategy can be used for multi-token
toolsto help them attain a more favorable FairShare positioning.

[E] Note: Setting thisup for ajob typeis easily accomplished by implementing ajob class that includes the appropriate
token argument to - f st okens. See Jobclasses for details.

Fair Share Recommendations

Initially: Do Nothing
The first recommendation is to do nothing. Start with the simplest FairShare tree, where every job belongs to the fsgroup /time/

users.USERNAME where USERNAME is of course the owner of the job. This means that CPU cycles are allocated to all usersin
equal parts.

Later: Design a Fair Share Treefor Both Applications and Projects

Over time, as you acquire experience in FairShare, you may want to design a more complex FairShare tree, one that accounts for
allocations of expensive licenses and for all the projects going on in your organization.

Our recommendation is to organize your FairShare tree first by application, then by project, so that atypical name for a FairShare
group could be /class/spice/ChipA.joe

## Exanpl e of design of a production fairshare tree.
## This file could be vnc.swd/fairshare/main fs tree.tcl

set |istOf Apps "spice dc pt"
set listOfProjects "X3 X5 X8 RT SW chanel eon”
FSGROUP / -w 0 -t 1h {
foreach app $listOf Apps {
FSGROUP $app -w 100 -t 1h {
foreach proj $listOProjects {
FSGROUP $proj -w 100 -t 1h {}

}

FSGROUP other -w 10 {} ;# Al jobs not in a project

FSGROUP default -w 1 {} ;# |In case a new projects appear, give a
smal | wei ght

} }
FSGROUP extra -w 10 -t 1h {} ;# Al jobs not in an app.
FSGROUP default -w 1 {} ;# In case new apps appear, give thema small

wei ght .
}

To load this FairShare tree, use:

% vovfsgroup del ete -unused
% vovfsgroup | oadconfig .../ main_fs_ tree.tcl

Thiswill add the treein addition to al currently used groupsin your system.
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The users would then submit jobs using the appropriate fsgroup, for example with:

% nc run -g /app/ spi cel/ chanel eon -r License:spice -- nyspice -i ckt.spi

To simplify the submission, we aso recommend using Jobclasses, where both resources and FairShare groups can be defined
together, asin the following example:

# This could be file vnc.swd/jobclass/spice.tcl
set VOV_JOB DESC(resources) "License: spice RAM 200"
set VOV_JOB DESC(group) "/ app/ spi ce/ $env( PROJECT) "

With the jobclass, the submission is greatly simplified:
% nc run -C spice nmyspice -i ckt.spi

At some point, it may happen that one project enters a critical phase, e.g. the tapeout of a chip, so it may benefit from alarger share
of resources. This can be achieved by changing the weights of all fsgroups for that project, for example with a script like thiswhich
sets all fsgroups for project “chameleon” to 300:

# Assumi ng C-shell syntax

foreach g ( “vovselect fullnane fromfairshare -where nane==chanel eon’)
vovfsgroup nodify $g wei ght 300

end

Disable Fair Share

Reducing the FairShare window or completely disabling FairShare may improve the performance of the scheduler.

[E Note: Thisconfiguration is only effective when the workload is very large, such as several million jobs per day.

FairShare can be disabled on an individual node in the FairShare tree by setting the time window size to zero. When FairShareis
disabled, jobs that belong to the disabled branches of the FairShare tree are scheduled using a round-robin scheduler that considers
the oldest buckets first.

For example, to disable FairShare on the subtree rooted at / ¢l ass, use the following command:

% vovf sgroup nodrec /class w ndow O

This can be done at any time and has immediate effect, which isthat all jobsin any subgroup of / cl ass will be considered for
scheduling based on the time a job has been waiting in the queue.

Re-enable Fair Share
To re-enable FairShare on a subtree of the FairShare tree, set the FairShare window to something different from zero. Example:

% vovfsgroup nodrec /class w ndow 2h
% nc cnmd vovproject sanity
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Note: Asof release 2015.09, all FSGROUP properties are persistent between Accelerator restarts. If you are using a
release prior to that, the above command line changes will be temporary until the next restart.

=

Fair Share Parameters

The FairShare system is controlled by the following parameters:

fairshare. al | owAdm nBypass Allow ADMIN to bypass ACL when modifying a FairShare group. Default is 0. Set
thisto 1 if you want to allow any ADMIN to change any FairShare setting.

fai rshare. def aul t. wei ght Default weight assigned to new FairShare groups, typically set to 100. Can
also be controlled by asibling group called 'default'. In other words, if anew
FairShare group is created, its weight will be the same asthat of asibling
group with name "default”, elseit will be determined by this parameter
fairshare. defaul t.wei ght.

fairshare. defaul t.w ndow Default window assigned to new FairShare groups. Normally the groups
inherit the window from their parent of from a sibling group called 'default’ (
fairshare. defaul t.weight)

fairshare.rel ative Controls how FairShare ranks are computed. In the following formulas, assume:
e t=target alocation
* h=historic allocation in window
e r=running alocation n

e d=distance from equilibrium, ultimately used to compute ranking of
FairShare groups.

The legal valuesfor this parameter are:

e |f set to O, compute FairShare distance by a simple difference between actual
and target d=(r-t)+(h-t)

e |f setto 1, compute FairShare distance relative to the FairShare target
d=((r-t)+(h-t))/t (of course assuming that the target t>0).

e |f setto 2, compute FairShare as aweighted sum of d = (r-t) + #(h-t), where #
isthe parameter f ai r share. rel ati ve_al pha explained below

fairshare.rel ati ve_al pha Weight of historic distance relative to running distance in computing value for
FairShare ranking, but only whenf ai rshare. rel ati ve issetto 2. The
default value for thisis 10, meaning that history counts 10 times more than current
allocation.

fai rshare. updat ePeri od Update FairShare stats no more frequently than specified period. The default is 0O,
meaning a period of 0 seconds which means constant update, i.e. that FairShare
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stats are updated as frequently as desired. A value of 1 or 2 seconds may improve
Server responsiveness.

f ai r shar evbde Obsolete, was used to turn FairShare on and off.

Control FairShare Tree Access

By default, the FairShare tree is extendable; new nodes can be added without default user permissions. This enables users to add
their own nodes, including those implicitly added at submission time by inclusion in the command line.

For example, hereisaminimal FairShare tree:

macl2 vncaux@macl2. | ocal DEFAULT vnc/vncaux.swd > vovfsgroup show

I D GROUP OMER WEI GHT W NDOW
RUNNI NG  QUEUED

000000016 / (server) 0 1h00m
0 0

000001006 /system tayl or 100 1m00s
0 0

000001004 /time tayl or 100 1h00m
0 0

000001005 /ti e/ users tayl or 10 2h00m
0 0

000108049 /ti e/ users. pi stol pi st ol 100 2h00m
0 0

When users submit jobs, the jobs are added to the /time/users branch by default. In this case, the user pi st ol has recently
submitted ajob and a node was created for him, and his job was attached to it. This model alows users to run jobs without special
settings, which requires a minimal amount of setup work for the administrator. By default, each job will get an equal share of the/
time/users node.

However, a user can also run ajob outside the /time/users node by using the -g option to thenc r un command. In the following
example, ajob isrunning onthe/ gart er i nn node:

[l ocal host:~] falstaff% nc run -g /garterinn sleep 500
Fai rshare= /garterinn.fal staff

Resour ces= nmacosx

Env = SNAPSHOT(vnc_I| ogs/ snapshot s/ f al st af f/ nacosx/ env55747. env)
Command = vw sl eep 500

Logfile = vnc_|ogs/20131015/161821. 9853

JobURL = http://macl2: 6349/ cgi / node. cgi ?i d=000108058

Jobl d = 000108058

Looking at the FairShare tree summary:

macl2 vncaux@macl2. | ocal DEFAULT vnc/vncaux.swd > vovfsgroup show

I D GROUP OMNER WEI GHT W NDOW
RUNNI NG QUEUED

000000016 / (server) 0 1h00m
1 0

000108056 /garterinn fal staff 100 1h00m
1 0

000108057 /garterinn.fal staff fal staff 100 1h00m
1 0
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000001006 /system tayl or 100 1m00s
0 0

000001004 /time tayl or 100 1h00m
0 0

000001005 /time/users tayl or 10 2h00m
0 0

The above data showsthat / gar t er i nn has been added, which allowsthe job to run. Additionally, the weight for thisnode is
set to the default value of 100. The total resources at thetop level isnow dividedin 3 (gar t eri nn, syst emti nme) each with
equal weights of 100. With this setup, f al st af f hasaFairShare allocation of 1/3rd of the compute resources. In other words,

with unrestricted access, arbitrary users can easily tie up an inordinate proportion of the total resources.

[/ Note: For thisreason, it is often desirable to restrict accessto the top level.

The example below shows the default permissions for the top level:

macl2 vncaux@macl2. | ocal DEFAULT vnc/vncaux.swd > vovfsgroup show /
| d: 000000016

Ful | Nanme: /

Owner : (server)
ACL 1: OMER " ATTACH DETACH EDI T VI EW FORGET DELEGATE EXI STS
ACL 2: ADMN . ATTACH DETACH EDI T VI EW FORCGET
ACL 3: EVERYBODY "* ATTACH DETACH VI EW

The key valueisthe third permission listed, ACL 3. ATTACH indicates that EVERYBQODY can attach node to this root location.
When ajab runs, it needs ATTACH permission. It would be desirable to reduce the EVERYBODY ACL to VI EW However, thereis
no direct mechanism to selectively remove ACLs at thislevel of granularity. Instead, the solution isto go back to azero ACLsand
then add more.

Zero ACL

Changing to a zero ACL state on the root node /' is problematic as that would remove your own permissionsto edit the ACL. The
workaround isto get the SERVER role. SERVER is a super user mode that ignores the restrictions implied by the ACLs. Aswell as
resolving the issue of zero ACLs on the root node, the SERVER role aso allows correcting other lock-out scenarios that may occur
due to administration errors.

1) Important: In ACL terms, the SERVER role is the highest level of access, and is valuable as alast resort back door
access.

To access the SERVER role requires an active login shell on the same host as the Accelerator server process (such as ssh into
the Accelerator server host). Additionally, Accelerator must be accessed through the loopback interface 127.0.0.1. To do so, set
VOV_HOST_NAME=I ocal host .
Once in the SERVER role, the root '/* node permissions can be fixed. This is done with three actions:

1. Setthe OANER

2. Setthe ADM N

3. Set EVERYBODY ACLs
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[E/ Note: Thereisaside effect of working on the top level node'/'. The ACL change is applied recursively to all nodes,

[cadngr @t da0l ~]$ vovfsgroup
[cadmgr @t daO1l ~] $ vovf sgroup
| d: 000000016
Ful | Nane: /
Owner : (server)

ACL 1. OMER "
EXI STS
[cadngr @t da0l1 ~]$ vovfsgroup
[cadngr @t da0l ~]$ vovfsgroup
| d: 000000016
Ful | Nane: /
Oawner : (server)

ACL 1: OMER "
EXI STS

ACL 2: ADM N "
EXI STS
[cadngr @t da0l ~]$ vovfsgroup
[cadmgr @t daO1l ~] $ vovf sgroup
| d: 000000016
Ful | Nane: /
Owner : (server)

ACL 1. OMER "
EXI STS

ACL 2: ADM N "
EXI STS

ACL 3: EVERYBODY ""

which will need to be fixed. Hereis atranscript of the top level change:

acl / SET OMNER ALL
show /

ATTACH DETACH EDI T VI EW FORGET DELEGATE

acl / APPEND ADM N ALL
show /

ATTACH DETACH EDI T VI EW FORGET DELEGATE
ATTACH DETACH EDI T VI EW FORGET DELEGATE

acl / APPEND EVERYBCODY VI EW
show /

ATTACH DETACH EDI T VI EW FORGET DELEGATE
ATTACH DETACH EDI T VI EW FORGET DELEGATE

VI EW

With the above setup, the user falstaff will be unable to move to the boarshead. Following is the message to expect when a user
tries to submit ajob to a nonexistent FairShare node, and the parent's node has been locked down.

[l ocal host:~] falstaff% nc run -g /boarshead sl eep 500

vnc 10/17/2013 12:51:38: Error:

Probl em j oi ning fairshare group /boarshead

Pl ease check with adm nistrator to see that you have
perm ssions to join the group.
vnc 10/17/2013 12:51:38: FATAL ERROR Failed to submt batch job.

Since actions on / are currently recursive, it may be necessary to relax the restriction on the default group /time/users:

rtda0l vnc@tdaOl [ BASE] 854 > vovfsgroup acl /tinme/users SET EVERYBODY "ATTACH VI EW

Clean Up After an Escape

While the unpermitted attach was prevented (as described above), deleting the offending node is problematic. A node can only
be deleted when it is empty; all jobs, including valid jobs, must be forgotten. When thisis not possible, the aternative action isto

reduce the weight of the offending node as shown below:

macl2 vncaux@mcl?2. | ocal

1

macl2 vncaux@mcl2. | ocal

I D

GROUP

RUNNI NG  QUEUED
000000016 /

0

0

DEFAULT vnc/vncaux.swd > vovfsgroup nodrec /garterinn wei ght

DEFAULT vnc/vncaux.swd > vovfsgroup show

OMER VEI GHT W NDOW

(server) 0 1h00m
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000108056 /garterinn
0 0

000108057 /garterinn.fal staff
0 0

000001006 /system
0 0

000001004 /time
0 0

000001005 /ti me/ users
0 0

000128088 /tine/users.tayl or
0 0

fal staff
fal staff
tayl or
tayl or
tayl or

tayl or
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10
100

1h00m
1h00m
1nD0s

1h00m
2h00m

2h00m
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Jobclasses

Jobclasses provide the following advantages:
e Simplifying the command line for job submission, which can prevent errors and omissions.

« Emulate the concept of queues, which issimilar to the processes of other batch processing systems. This queue emulation
enables additional behaviors such as:

# Automatic revocation of resources that have been grabbed by jobs in the jobclass but are not used

# Automatic warning and termination of jobs that are stuck: jobs that have been dispatched to a vovtasker but appear to be
using no CPU time

A jobclass represents a collection of nc r un options that are needed to run atype of jobs, such as VCS regression jobs.

Membership in ajobclass can be used to differentiate between jobs in preemption: preempt jobsin aregression jobclass to free up
resources for jobsin an interactive jobclass.

If more than one -C option is given, the jobclasses are processed | eft-to-right as the command line is parsed. This method requires
great care and planning.

Create Jobclasses

The administrator of Accelerator can define jobclasses using one of the following methods:

* Loggedinas ADMIN, click the Job classes link in the Wor kload section of the Accelerator main page. This page displays
al of the available jobclasses, and allows creating and editing jobclasses, and allows the administrator to designate a default
jobclass.

< Directly add Tcl syntax filesin the directory j obcl ass under the server working directory, which istypically
SVOVDIR/ . ./../vnc/vnc. swd/j obcl ass.

Eachfileinthej obcl ass directory manipulates the submission parameters defined in the Tcl array VOV_JOB_DESC so asto
define ajobclass. See the following table for the meanings of the itemsin this data structure. The variable cl assDescri pti on
holds a string used for documentation, i.e. a one-line summary of the jobclass. The variable cl assEdi t abl e holds aboolean
value that controls whether the jobclass can be edited using the jobclass web Ul page.

An optional procedurei ni t JobC ass can be defined to do any initializations needed for the jobclass to perform correctly.
Often, thisis used to create any Limit: resources that may be used by the jobclass.

Thefilesin the jobclass directory are parsed by vovr esour ced when it starts, and any i ni t Jobd ass procedures are
evaluated once.

Thejobclass definition files are located using a search path.
The built-in search path is computed by a procedure VncJobCl assSear chPat h, and is shown in the table below.

This procedure adds any directories named by the environment variable VOV_JOBCLASS DIRS to the beginning of the path,
analogousto VOV_ENV_DIR.
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This procedureis defined in$VOVDI R/t cl /vt cl / vovuti | s. t cl . Youmay change the search path for jobclass files by
including amodified definitioninvnc. swd/ resour ces. tcl ,andasoinvnc_policy. tcl,if used. See example.

Search path for jobclass definitions:

#directories naned by VOV_JOBCLASS DI RS
<pr oj ect >. swd/ j obcl ass

$VOVDI R/ | ocal / j obcl ass

$VOVDI R/ et ¢/ j obcl ass

Use Additional Jobclass Directories

If you have an extensive Accelerator setup, you may wish to manage jobclasses in a more-centralized way than placing their
definitionsinto each vncNNN. swd/ j obcl ass directory. The following example shows one way to accomplish this.

For this example, we want to implement a system where jobclasses are searched for first in the specific Accelerator queue, then in
asite-specific directory, and finally in aglobal area.

We implement this by using the regular queue-specific directory, and two symlinkscalled j obcl ass_si t e, and
j obcl ass_gl obal under vncNNN. swd that resolve to the site-specific and global directories for jobclasses. Y ou will need to
arrange for the jobclass directories to be available and up to date at each site.

Additionally, some generic code is shown that may be dropped into vinc NNN. swd to automatically compute the value of the
VOV_JOBCLASS DIRS environment variable.

Code to compute VOV_JOBCLASS DIRS:

# This is file jcdirs.tcl
# NOTE: vovwait4server runs in vtclsh, and sources setup.tcl
# so vovGet Proj ect Fil eName nmay not be used here

# If env-var VNCSWD is set, use its value, it is nmuch sinpler
if { [info exists env(VNCSWD)] && [file isdirectory $env(VNCSWD)] } {
set cfgdir [file join $env(VNCSWD) $env(VOV_PROIECT NAME) . swd]
} else {
# conpute path to the .swd directory
# setup.tcl needs to be source-able in vtclsh, nust use exec
if { [catch {set sdp [exec vovsh -x {puts [vtk server _dir -physical]}]} em } {
VovError "determ ning config directory -- $ent
} else {
set cfgdir [file join $sdp "$env(VOV_PROIECT_NAME). swd"]
}

}

set jcdirs {}
foreach dn {jobcl ass jobclass _site jobclass gl obal} {
set tdir [file join $cfgdir $dn]
if { [file isdirectory $tdir] } {
| append jcdirs $tdir
VovMessage "added jobclass dir "$tdir'" 3
} else {
VovMessage "non-existing jobclass dir "$tdir'" 3
}

if { $jedirs '={} } {
setenv VOV_JOBCLASS DIRS [join $jcdirs ":"]
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}

The VOV_JOBCLASS DIRS need to be set in all Accelerator-related processes. Sourcing the above script from vnc NNN. swd/
set up. t cl will arrange thisfor vovserver and the vovtaskers, which also inherit their environment from a shell that has sourced
set up. tcl . Tohaveit setintheclients, sourceit fromvnc_pol i cy. t cl , whichissourced by the top-level vnc command.
The following example places the drop-in codein vncNNN. swd/ scri pt s/ :

# This is file jcdirs.tcl
# source the drop-in code for VncJobC assSear chPat h{}
# conmpute the val ue of VOV_JOBCLASS DI RS
if { [info exists env(VNCSWD) ]
set jcsetup $env(VNCSWD)/ $env(VOV_PROIECT NAME) . swd/ scri pts/jcdirs.tcl

if { [file readable $jcsetup] }
if { [catch {source $jcsetup} snsg] } {
VovError "jcsetup error -- $snsg"”
} else {
VovMessage "] csetup OK" 3

} else {
VovError "jcsetup not found -- $jcsetup”
}

Define a Default Jobclass

When defined, a default jobclassis evaluated for each job asit is submitted before any other nc r un options are parsed. The
default jobclass should be simple and limited to actions such as supplying basic values for RAM/ and CORES/.

When a default jobclass isin effect, the values it establishes may be changed if ajobclassis later named by the -C option of the nc
r un command.

There are two methods to designate a jobclass as the defaullt:
« Viathe Jobclass page web page.
e Setting a property from the CLI.

The default jobclass is determined by the value of the property NC_DEFAULT JOBCLASS attached to the trace (Vovld=1). You
can use the utility vovpr op to set this property. In the following example, nor mal is set as the default jobclass.

% nc cnd vovprop SET -text 1 "NC DEFAULT_JOBCLASS® "normal "
View the default jobclass from the CLI by:

% nc cmd vovprop GET 1 NC DEFAULT_JOBCLASS

Jobclass Definitions Examples
Example of job class"SHORT"

# This is file short.tcl

set classDescription "Jobs taking |ess than 30s"

set cl assEditable true; # Allow editing via web Ul
set VOV_JOB_DESC( xdur) 30
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set VOV_JOB DESC(autokill) 1
set VOV_JOB DESC(priority,sched) 8
set VOV_JOB _DESC( env) "BASE+D(VOV_LIM T_cputi ne=30)"

proc initJobC ass {} {}

Example of jobclass"INTERACTIVE"

# This is file interactive.tcl
set classDescription "Interactive Jobs"
set cl assEditable false; # Disallow editing via web Ul

set VOV_JOB DESC(resources)

# Make the environnment unique for each interactive job,

# so that multiple submi ssions of the sane conmand in the sane
# directory will result in nultiple jobs

set VOV_JOB DESC(env) "BASE+D(uni quify=[clock seconds])"

set VOV_JOB DESC(priority,sched) 9
set VOV_JOB DESC(interactive, useXdi splay) 1

# W want Crtl-C and simlar conmmands to be handl ed by the renote host.
set VOV_JOB DESC(interactive,flag) "tty_renote"

# We do not want any wrapper for interactive jobs,
# to allow stdout and stdin to go directly to the TTY.
set VOV_JOB DESC(wr apper)

Reconcile Unused Resour ces

Some tools have a complex behavior for acquiring and releasing licenses. For example, some tools may acquire alicense for a
short term and then release that license. Other tools may or may not acquire a specific license.

In some cases, if it isuncertain if licenses are needed, the best method is to request the licenses, and then reconcile (rel ease) the
licenses that are not used.

This method can be accomplished with jobclasses and the procedure vt k_j obcl ass_set _revocati on_del ay
$JOBCLASS NAME $DELAY_SPEC, which istypically caled from withinthei ni t JobC ass procedurein the jobclass
definition.

Global Setting for Reconciliation

If jobclasses are not being used, or setting a global default value for automatic reconciliation is desired, set the variable
RESD(revokeDelay) inthevovr econci | ed/ confi g. tcl file

For example:

set RESD(revokeDel ay) 4m

Find and Remove " Stuck Jobs" using a Jobclass

To find stuck jobs, the jobs that are running but are burning no CPU longer than the timing threshold set by -maxNoCpuTime. A
notification email is sent when job stuck time exceeds the threshold.
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If the jobclass hasa property | DLE_KI LL_DELAY set, the job will be killed when the stuck time exceeds this property setting. An
email will be sent to the owner at the time of killing the job.

To define the behavior of Accelerator with stuck jobs, use the procedurevt k_j obcl ass_set _i dl e_del ays. This procedure
iscdledinsidethei ni t JobCl ass procedure. This procedure requires three arguments as shown below:

vtk _j obcl ass_set _idl e _del ays $JOBCLASS NAMVE $WARN Tl MESPEC $KI LL_TI MESPEC

Define Jobclasses

ThisVOV_JOB_DESC data structure is an associative array that describes the characteristics of ajob. The array has a number of
slots that hold the values describing the job. The following table shows the array dlot fields.

Field in Array
autokill
check,directory

env

force
group
group,final
inputs

interactiveflag

interactive, useXdisplay
logfile
mailuser

0sgroup

outputs
preemptable
priority, default

priority, exec

Proprietary Information of Altair Engineering

Description
Set the autokill flag (option - ki | 1)
Set it to O to disable checking of canonicalization of current directory (option - D)

Environment of the job (option - e). Set thisto "" or to DEFAULT to force the use
of an environment snapshot.

Force the job to be rescheduled (option - F)

Group the job belongs to (option - g)

Group the job belongs to including the user subgroup (option - G
List of input files (dependencies) (option - i )

Used for interactive jobs, with valuest ty _renot e (option-1r)ortty | ocal
(option-11)

Set if the job requires an X display (option - | x)
Name of thelog file (option - | )
Specification of who gets the e-mail notification (option - M

The UNIX group thisjob. Thisfield is read-only and cannot be changed (see also
user)

List of output files (option - 0)
A suggestion to determine if the job is preemptable
Default priority (NOT USED)

Execution priority
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Field in Array Description

priority, sched Scheduling priority

proplist Properties to be added to the job (option - P)

I esour ces The resources of the job (option - 1)

rundir The running directory for the job (normally)

schedule, date NOT SUPPORTED YET

setName The set to which the job belongs (option - set )

user The user for thisjob. Thisfield is read-only and cannot be changed (see also

0sgroup)
wait Boolean: set it to 1 to wait for the job to complete (option - w)
wait,options When waiting, these options are passed to thenc wai t command. For example,

setitto- | toviewthelogfile
wrapper Wrapper used for the job (option - wr apper)
xdur Expected duration of the job (option - X)

The following is an example of the populated VOV_JOB_DESC array.

VOV_JOB_DESC( aut of or get) 0
VOV_JOB_DESC( aut oki I 1) 1

VOV_JOB DESC( check, di rectory) 1
VOV_JOB_DESC( env) BASE+RTSI M
VOV_JOB _DESC(f orce) 0
VOV_JOB_DESC( gr oup) users
VOV_JOB _DESC(i nput s)

VOV_JOB DESC(interactive, flag) none
VOV_JOB DESC(i nteractive, useXdi spl ay) 0

VOV_JOB _DESC(I| ogfil e)
VOV_JOB_DESC( nai | user)

vnc_l ogs/ 20050920/ 131409. 25563

VOV_JOB_DESC( osgr oup) guest s
VOV_JOB_DESC( out put s)

VOV_JOB DESC(priority, default) 4
VOV_JOB DESC(priority, exec) 4
VOV_JOB DESC(priority, sched) 8
VOV_JOB _DESC( propli st)

VOV_JOB _DESC(resources) i nux
VOV_JOB _DESC(rundir) .
VOV_JOB DESC(schedul e, dat e) 0
VOV_JOB_DESC( set Nane)

VOV_JOB _DESC(user) mary
VOV_JOB_DESC(wai t) 0
VOV_JOB _DESC(wai t, opti ons)

VOV_JOB_DESC(w apper) VW
VOV_JOB_DESC( xdur) 30
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Use Jobclasses

A jobclass allows multiple job parameters to be set in a single object that can be requested at submission time.

For example, there may be ajob that requires 3 different licenses, 4GB of RAM, and 4 cores. Instead of requesting all 3 licenses, a
jobclass can be created that is called with the -C submission option to thenc r un command. Jobclasses are often used to emulate
gueues that are found in other batch processing systems.

[E Note: A jobclasscan only be created by an Accelerator administrator.

Find Jobclasses

To list the available classes from the command line, use thej obcl ass subcommand of the nc command.

For example:

% nc j obcl ass
1 short
2 interactive

Thej obcl ass subcommand accepts the repeatable option -1. The first option includes the description, and the second option
shows the values to which VOV_JOB_DESC dlots will be set.

In addition, Accelerator provides the Jobclass page. This page shows atable of the jobclass, with links to the definitions of each
class, and to the sets containing the jobs in that class. It aso shows the pass/fail status as abar graph.

ncjobclass

List classes defined for job submission

vnc: Usage Message
NC JOBCLASS:
Li st classes defined for job subm ssion

USACE:
% nc j obcl ass [ OPTI ONS]
OPTI ONS:
-h -- This help
- -- Long format (with description)
-1 -- Longer fornmat.
-V -- Increase verbosity.
EXAMPLES:

% nc j obcl ass
% nc j obcl ass -|
% nc jobclass -1I1
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Submit Jobs Using Jobclasses

To submit ajob in agiven class, use the option -C of nc r un.

% nc run -C short sleep 10

Jobsin aclass are automatically added to a set named after the class, for example Cl ass: i nteracti ve.

Theoptionsto nc r un are parsed sequentially, so it is possible to do a command line override of the parameters set in the
jobclass. For example, the following commands behave differently:

%nc run -C verilog -e DEFAULT -- run_simchip
% nc run -e DEFAULT -C verilog -- run_simchip

In the first invocation, the option -e overrides the specifications for the environment to be used for the job. In the second
invocation, the environment is determined by the definition of the verilog jobclass.

Resour ces That Change Over Time

TI MEVAR should be defined inthe $SWDY conf i g/ ti mevars. tcl file.

The procedure TI MEVAR takes two arguments: alabel and alist. Thelist is similar to a switch context, an even number of
elements. In each pair, the first element is atime condition and the second element is an executable script.

The time condition can be one of the following:
+  HH:MM-HH:MM
e Sun, Mon, Tue, Wed, Thu, Fri or Sat
The example below utilizes TI MEVAR to control the level of the hsi msimulation resource. Between 2:00am and 6:00am on

weekdays, the available resources are restricted. In this example, the restriction is an allowance that allows nightly backups to
finish. Any other time, the number of allowed resources is doubled.

# Fragnent of the definition of the jobclass 'hsini
proc initJobCd ass {} {
TI MEVAR hsi m {
Sat, Sun {
vtk _resourcemap_set limt Limt:u_hsi m QSER@ 20

}
02: 00- 06: 00 {
vtk _resourcemap_set limt Limt:u_hsim @QUSER®@ 10

}
default {
vtk resourcemap_set limt Limt:u_hsim @QISER@ 20

}

A new livenesstask readsthet i nevar s. t cl fileand processesthe TI MEVAR procedure. Thetask script is
live_execute_tinevars.tcl,anditisautomatically enabled when you start Accelerator on version 2021.2.0. Other
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products can enable thistask, if desired, by manually copying the task script from $VOVDI R/ et ¢/ | i veness into $SWY
t asks.

Jobclass Examples

Short Jobs
In this example, ajobclassis set up for short jobs. All jobs have the strict CPU limit of 10 seconds.

set
set
set
set
set

cl assDescription "Jobs taking |ess than 10 seconds”

VOV_JOB_DESC( env) "BASE+D(VOV_LI M T_cputi me=10)"
VOV_JOB DESC( priority, sched) 8

VOV_JOB_DESC(resour ces) "uni x"

VOV_JOB DESC( xdur) 10

proc initJobCd ass {} {
# No actions needed to initialize this job class.

}
Night Jobs
In this example, ajobclassis set up for jobsto run at night or on weekends. For each users, the limit is set for 10 jobs per night.
set classDescription "Jobs to run at night or during weekends"
set VOV_JOB_DESC(env) " SNAPSHOT"
set VOV_JOB DESC(priority,sched) 2
set VOV_JOB DESC(resources) "Queue: ni ght Limt:night QUSER@

proc initJobC ass {} {

}

vt k_resourcemap_set Linit:night @QSER@ 10
TI MEVAR ni ght {

Sat, Sun {
vt k_resourcemap_set Queue:night unlinited

}
20: 00- 24: 00, 00: 00- 07: 30 {
vtk _resourcenmap_set Queue: night unlimted

}
default {

vt k_resourcemap_set Queue:night O
}
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Preemption

Preemption is the process of reserving or revoking resources from other jobsin order to help "important jobs" finish quickly.

It isnormally triggered by queued jobs, but can also be triggered by a change in aresource or by a manual request from the user.
Preemption may require killing or suspending running jobs, but it can also be "gentle," only generating events or reserve resources
such as taskers or licenses.

The queued job that triggers preemption is called the preempting job, while the job or jobs from which the resources are revoked
are called the preempted jobs.

Preemption can be used with licenses that are constantly used by background regression jobs. This way, engineers who need
licenses for interactive jobs do not have to wait for aregression job to finish.

Preemption Directory and Files
Summary information for preemption:

Working directory vnc. swd/ vovpreenptd

Configfile vnc. swd/ vovpr eenpt d/ confi g. t cl
Infofile vnc. swd/ vovpr eenptd/i nfo.tcl
Aux directory vnc. swd/ preenpti on

Monitoring Preemption Behavior
To monitor the behavior of the preemption mechanism, view the Preemption Status page.
You may aso find it helpful to run separate Accelerator GUIs, one for the set of preemptable jobs, one for the set of preempting

jobs, etc. This setup enables observing jobs that enter the system, jobs that are preempted, and other jobs that are running with the
NEW resources.

/\ ALTAIR

Proprietary Information of Altair Engineering



Altair Accelerator 2024.1.1
Altair Accelerator Administrator Guide p.145

Set Up the Optional Preemption Ruler Compiler Daemon

The Accelerator preemption mechanism is activated by default. If the preemption rules are stored within theconfi g. t cl file,
then vovpr eenpt d will need to be started in order to read and monitor the preemption rules. Follow these steps to enable and
configure the preemption daemon.
1. Createthedirectoriespr eenpt i on and vovpr eenpt d inside the server configuration directory (.swd). The
vovpr eenpt d directory isthe run directory for the preemption daemon.
2. Open up permissionsfor pr eenpt i on, because auxiliary jobswill be run in this directory.
% vovproj ect enable vnc
%cd “vovserverdir -p .°
% nmkdi r vovpreenptd

% nmkdi r preenption
% chrmod a+rwx preenption

3. Copy the configuration file template, $VOVDI R/ et ¢/ confi g/ vovpreenpt d/ confi g. t ¢l into the newly-created
pr eenpt i on directory.
Edit the file to define the preemption rules to be used, using the examples below as aguide.
5. Startthevovpr eenpt d daemon processusingnc cnd vovdaenonngr start vovpreenptd, or manualy via
% vovproj ect enable vnc

% cd “vovserverdir -p vovpreenptd
% vovpreenptd >& vovpreenptd.log &

@ Tip: Setupan autostart script to automatically start vovpr eenpt d when the vovserver is started.

% cd “vovserverdir -p autostart’
% cp $VOVDI R/ etc/ autostart/vovpreenptd. csh .

There are two procedures that support the preemption rules, which can be used invovpr eenpt d'sconfi g. t cl file.
¢ VovPreemptRule defines which jobs can preempt other jobs.
*  VovPreemptMethod defines the methods used to revoke specific resources.

File: $VOVDI R/ et ¢/ confi g/ vovpreenpt d/ confi g. t cl

#

# Exanple of a config.tcl file for vovpreenptd.

#

#

# Set to O (zero) if you do not have the old fashion policies.
# (bsolete in 2013.09

#

set vovpreenpt (doPol i ci es) 0

set vovpreenpt (maxPreenpt Per Job) 6

The max tinme we wait for a jobcontrol action to have effect.
On slow networks (e.g. slow LDAP), you nmay want to increase
this to 20 or nore seconds.

#
#
#
#
# (Obsolete in 2013. 09
#
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set vovpreenpt (tineout, saf ej obcontrol) 8

#
# This rule fires when there are jobs in the

# queue that have priority >= 8 and that have been

# waiting in the queue for nore than 1 mnute.

# The preenptable jobs are those in the sane jobclass
# as the preenting job and have priority |less than 4.
#
Vo

vPreenpt Rul e -rul enane GenericPriorityWthind ass \
-preenpting "priority>=8" -bucketage 1m\
- preenpt abl e "j obcl ass==@OBCLASS@ pri ority<4" \

- net hod AUTOVATI C
#
# Exanpl e of an ownership contract (Cbsol ete)
#

VovPr eenpt Def i neOmner shi pContract -contractnane " Sanpl eOwner shi p" \
-ownertabl e {
/ sanpl e/ ur gent 0 40
/ sanpl e/ nor nal 0 20
[ sanpl e/ regression 0 10
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Preemption Rules

Preemption is controlled by persistent objects called preemption rules, which collectively define:
» Theresources that can be preempted
« Conditions under which preemption should be triggered
* Methods used to revoke those resources

There are two ways to manage preemption rules:

1. Create and edit the rules with Accelerator's web interface. The rules are stored within the vovserver and saved to disk from
time to time. The rules are automatically loaded when Accelerator is restarted.

2. Definetherulesinthe Tcl syntax configuration fileat vnc. swd/ vovpr eenpt d/ confi g. t cl . Whenthe
vovpr eenpt d daemon starts, it readstheconf i g. t cl file containing the preemption rule information. The daesmon
monitors this file and reads it again upon changes. The daemon also createsthei nf 0. t ¢l file which contains information
about the daemon and serves as alock file to prevent two instances of the daemon from running. The daemon tracks
the modification time of thei nf o. t ¢l file, and will exit if thetimeis changed, for example by another instance of
vovpr eenpt d.

Preemption rules define the conditions under which preemption is to be performed. These rules are either defined using the
VovPr eenpt Rul e command (defined below) and/or via Accelerator's web page interface.
The preemption rules are grouped into different pools.

e Only onerulein apooal firesfor agiven iteration; rules are considered in order (as defined with the -order <N> option). This
order of executing rules can use used to set up escalation. For example, if the current rule has not fired, then consider the next
rule. Thefirst rule could be for asmall set of preemptable jobs, the second rule could be for amuch larger set of preemptable
jobs.

e Multiple pools alow different preemption strategiesto be considered in parallel; one pool could be for Design Verification
jobs, while another pool could be for spice simulation jobs.

By default, all rules are added to the pool called mainpool. For multiple rules to fire during each preemption cycle, the rules must
be organized into different pools.

Every preemption rule must have a unique name within it's preemption pool specified with the -rulename NAME option.

Note: If the same nameis used for multiple rules, the last definition prevails.

=

Preemption Conditions
The preemption condition can be defined in one of the following ways.
« Thereisabucket of jobs that matches a given selection rule (use the - pr eenpt i ng and - bucket age options)
« Thereisabucket of jobsthat iswaiting for at least one of alist of resources (use the -waitingfor and -bucketage options)

e Thereisaresource map that is controlled by MultiQueue and MultiQueue is currently requesting a drastic reduction (at
least 10% of the current "in-use" S count) in the amount allocated to this queue (see option - mul t i queuer es). The 10%
threshold can be controlled by means of the option - mgt hr esh.

The weakest types of preemption are the RESERVE RESOURCES and RESERVE TASKERS methods. RESERVE RESOURCES
simply reserves some resources for the job at the top of the bucket and RESERVE_TASKERS simply reserves atasker for the job at
the top of the bucket. It is the intended behaviour that while the resources or t asker s are reserved, some other jobs will terminate
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and enable the job at the top of the bucket to be dispatched. The reservation is controlled by the options - r eser vet i e, -
reservefor,and-reservenum

If the preemption type is not RESERVE_RESOURCES or RESERVE_TASKERS, then the system looks for jobs that can be
preempted, i.e., that can be either killed or suspended.

The strongest type of preemption is FREE_TASKERS which looks at ways to preempt all jobs currently running on atasker.

Sear ch for Preemptable Jobs
In this search for preemptable jobs:
e Exclude jobsthat have the pr eenpt abl e flag set to zero;
e Excludejobsthat are "system"” jobs (like job resumers, zip jobs, ...)
» Excludejobsthat are labeled as top job, which are jobs that have caused a preemption in the past, because they were at the

top job in a preempting bucket. The jobs are |eft alone for at least 10 minutes, atime interval that can be controlled with the
option - donot di st ur b <timeSpec>.

Searching for preemptable jobs is done in the following order:

* Look for jobsthat can be killed, or more precisely withdrawn, and resubmitted, which are the jobs that satisfy the -
pr eenpt abl e selection rule and that are younger than - ki | | age. These jobs also must be useful in the sense that they
hold some resources requested by the preempting job. Preemption will not kill jobs that are not considered useful for the
preempting job.

* If nojob can bekilled, then look for jobs that satisfy the - pr eenpt abl e selection rule and are also useful. If any such
jobisfound, preemption is attempted using the method specified by the - net hod option. Some jobs are resilient to some
preemption methods, so care is applied to validate that the method has been effective.

< |f the preempted job is successfully suspended, then aresumer job associated with the suspended job is created. The resumer
jobisaninvocation of the script vovj obr esumer . The resumer job inherits the grabbed resources from the suspended job,
meaning that it will be executed only when all resources grabbed from the suspended job become available. The resource list
of the resumer job can also be augmented with the option - r esuner es.

@KEYWORD* Expansion
A few of the preemption options supported * KEY WORD* expansion against a preempting or preemtped job, following the
structure set by the option itself. The following rules apply:

-resuneres
The default for the resumer job resources (if - r esuner es isNOT specified at al) isto use the preempted job's
STOLENRESOURCES field value. Anything entered into the - r esuner es option will be added to this default. One
sensible example might be to add @SOLUTION@. This would cause the scheduler to require both the SW and HW
resources of the preempted job to be available in order for the resumer job to be dispatched to atasker for execution.

- preenpt abl e
The - pr eenpt abl e option expects job metadata and expansion is performed using the preempting job instead of
the preempted job. The purpose of this option is to narrow down the list of jobs to be considered for preemption by
attempting to match it up to the preempting job in some way. Examples would be: "JOBCLASS==@JOBCLASS@",
"PRIORITY<@PRIORITY @", "FSGROUP==@FSGROUP@", and "JOBPROJ=@JOBPROJ@". Vauesfor these fields
can also be pre-determined instead of using keyword expansion.
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- preenptt asker spec
This option expects tasker-specific information and is used for the FREE_TASKERS and RESERVE_TASKERS
rule types exclusively. This can be a predetermined notion of taskers/hosts, such as"TASKERLIST :taskerlist1",
"TASKERNAME=tasker1", and "HOST=host1", or a dynamically-populated notion of atasker/host, such as
"TASKERNAME=@TASKERNAME®@" or "HOST=@HOST@", which would be dynamically-populated from the
preempting job.

-reservefor
Used with the RESERVE_RESOURCES and RESERVE_TASKERS rule types exclusively. This option expects
reservation targets that will be used to reserve a resource/tasker upon firing of the preemption rule and expansion is
performed using the preempting job. Valid targets are: USER, GROUP, JOBCLASS, JOBPROJ, and OSGROUP.
Examples would be: "USER @USER@", "JOBCLASS @JOBCLASS@", and so on for the other allowed targets. Values
for these fields can also be pre-determined instead of using keyword expansion, such as"USER mary" and "JOBCLASS
jobclass1".

Preemption Rule Types

Preemption was previously defined as the process of revoking resources from arunning job or reserving resourcesin order to
start a'more urgent' queued job that needs specific resources that are not currently available. Consequently, rules are divided into
specific types based on how the resources are to be made available to such 'more urgent' job.

Theruletypeis specified via the -ruletype option in Vov Pr eenpt Rul e, and the default rule typeis "GENERIC".

Some of optionsin VovPr eenpt Rul e are only meaningful for certain rule types. The following options apply to all rule types.
e -pool
e -rul enane
e -ruletype
e -order
e -debug
e -enabl ed
« -fireonce
e -preenpting
- bucket age

e -waitingfor

RESERVE_TASKERS

The rules with type RESERVE_TASKERS are the simplest and least intrusive. Such rules when fired add a reservation of some
specified tasker(s) for some specified period of time. When jobs terminate on areserved tasker, those open slots are reserved to the
jobsin the preempting bucket.

Note: A preempt ruleis recomputed every few seconds; because of this, a short reserve time, such as 10 seconds or
S0, istypically sufficient.

L=F

The optionsin VovPr eenpt Rul e required for specifying thisrule type are:
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e -reservenum
e -reservetasker
e -reservefor

e -reservetine

* -preenpttaskerspec
Since no jobs are preempted, options such as - met hod and - pr eenpt abl e are not needed and will be ignored.

For example, the following rule reserves a number of taskers for one minute for any jobinthehsi m criti cal jobclass:

#

# Reserve sone machines for one mnute if there is a critical hsimjob.
#

VovPreenpt Rul e -rul enane "ReserveOnl yHsi nHw"' \

-preenpting "jobclass==hsimcritical" \
-rul et ype RESERVE_TASKERS \
-reservetasker "taskerlist:dram" \
-reservefor "JOBCLASS hsimcritical™ \

-reservenum 1 \
-reservetine "1nf

RESERVE_RESOURCES

The preemption rules with type RESERVE RESOURCES are similar to the RESERVE _TASKERS type; however, instead of
reserving taskers, these rules reserve resources for some specific reservation period. The resources reserved are the resources
that the preempting job iswaiting for and will be reserved for the preempting job for the time specified viathe- r eservet i ne
option. Since no jobs are preempted, the options - net hod and - pr eenpt abl e areignored. The following is meaningful
options for RESERVE_RESOURCES rule type.

e -reservetine

In the following example, licenses are reserved for a high priority job of class LargeJob that has been waiting for more than 5
minutes.

VovPr eenpt Rul e \
- pool "mai npool " \
-rul enane "Reserveli censelLargeJobH ghPriority" \
-rul etype "RESERVE RESOURCES' \
-preenpting "Priority>8 JOBCLASS=Lar geJob” \
- bucket age "5nft \
-wai ti ngfor "License:*" \

-reservetine 2m

MULTIQUEUE
Optionsfor thistype are:
e -nultiqueueres
e -ngthresh 0.25
e -donotdisturb
e -preenptable

-kill age
e -method

e -ski presunedj ob
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e -resuneres
e -nunj obs

e -maxattenpts
e -sortjobsby

In the following example, if the difference between the multiqueue allocation of Licensethsim and actua is greater than 25%, then
the jobs using that resource are preempted using the automatic method.

VovPreenpt Rul e -rul enane "ngPreenpt Hsi n' \
-rul etype MILTI QUEUE
-nmul ti queueres License: hsim
-nmgt hresh 0. 25
-pool multiqueue
-met hod AUTOVATI C

—— — —

GENERIC
The preemption type GENERI Cisthe most common. It is designed to find running jobs that can be preempted to provide for
resources in order to dispatch the preempting job.
Options for thistype are:

e -donotdisturb

e -preenptable

e -killage

e -nethod

e -skipresunedj ob

e -resuneres

e -nunjobs

 -nexattenpts

e -sortjobsby

For reference, it may be best to review the options for the vovpreemptrule command for more detailed explanation of the options
available for the command.

An examplerulefollows:

#

# Preenpting rule is activiated when any job with priority greater than
# or equal to 8 AND is waiting for License:hsni AND has been waiting

# more than 2 minutes. It will preenpt any job with priority |ess

# than the preenpting job AND i s using resource License: hsni.

# The preenptable job will be killed and resubnitted if it has been

# running less than 1 minute. Oherwise, it will be preenpted via the
# AUTOVATI C net hod.

#

VovPreenpt Rul e -rul enanme "priority"
-rul etype GENERI C
-preenpting "PRI ORI TY>=8"
-wai ti ngfor "License: hsint
- bucketage 2m
-preenptabl e "PRI ORI TY<@RI ORI TY@
-kill age Im
-met hod SI GTSTP

—— — — — — —
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FAST_FAIRSHARE

FAST _FAlI RSHARE preemption isintended to help speed up FairShare. The rule type is mainly used by the NC web page
preemption rule entry page to pre-enter the interesting FairShare related fields for the preempting and preemptable conditionsin
the selection rules. Internally, it is processed exactly the same as the GENERI Crule type.

FREE_RESOURCES

The FREE_RESOURCES preemption rule type is similar in spirit to the FREE_TASKERS rule typein that it can preempt al jobs
using a specific set of reserved SW resourcesto alow the preempting job to run. Thistype of rule isintended to support hardware
emulation jobs and is only supported for the Hero product type. Use extra care when selecting appropriate parameters to ensure that
they are consistent with each other.

Optionsfor thistype are:

- nmet hod Specifies the method used to preempt the preemptable jobs.

- preenpt abl e Specifies which jobs can be preempted by thisrule.

-preenpting Specifies which jobs can trigger a preemption.

-reservation Reservation id that specifies a collection of emulator leaf resources and atime
interval. This preemption rule will only trigger a preemption while the reservation
isactive.

-reservetine When a preemption is triggered, atemporary reservation is made for the

preempting job that will prevent other jobs starting on the leaf resources for the
duration specified by the- r eser vet i me option. As soon as the preempting job
starts the temporary reservation is removed.

The caller must ensure that the reservation target, - pr eenpt i ng and - pr eenpt abl e parameters are consistent.

The preemption rule will trigger when the following are true:
1. Thereservationisactive (that is, within it's start/end time)
2. Thereisajob matching the - pr eenpt i ng selection rule waiting to run

3. Theonly jobs currently using the reserved resources are those matching the - pr eenpt i ng and - pr eeenpt abl e
selection rule

4. All thejobs currently using the reserved resources that match the - pr eeenpt abl e selection rule have the preemptable
flag set.

When the rule triggers, the specified method will be be used to perform the preemption. Note that the vovsh executable must be
excluded by the method when using her o_adapt er ; see the example below for an illustration.

Care should be taken to ensure the preemption signal cascade allows the emulation job to clean up beforethe her o_adapt er
wrapper terminates. This may take several minutes, the- r eser vet i me should account for the time taken to preempt the jobs.

Some EDA tools start child processes that are not terminated when the main tool process exits and this can result in unnecessary
CPU load. Thet asker . chi | dProcessC eanup configuration parameter be used to address thisissue.

Hereisan examplerule:

# Thi s exanpl e assunes that sonme resources have been reserved for
# j obs whose job project is one of interactiveProj, regressionProj or
# otherProj, for exanple, using the command
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# nc -q hero cnd hero_reserve ' HERO LEAF nyenul nane_(0..8).(0..7)' <start tinme> <end
time> -jobproj interactiveProj,regressionProj, otherProj
and the rule id is assuned to # be 00001234 bel ow for the -reservation
par anet er .

#

#

#

# The intent is that if there is an interactive job waiting to run, and

# the only jobs using the reserved resources are interactive & regression
# jobs (whose preenptable flag is set) then all regression jobs using the
# reserved resources will be preenpted. |If any other running job is using
# the reserved resources, then a preenption will not be triggered.

#

VovPreenpt Rul e \
- pool "mai npool " \
-rul enane "enul at or Free" \
-rul et ype FREE_RESOURCES \
-preenpting "jobproj==interactiveProj" \
- preenpt abl e "j obproj ==regressi onProj " \
-reservation 00001234 \
-reservetine 60s \
-nmet hod "0:*: TERM , vovsh, O 4: WAI T: NOP 30: W THDRAWN: RESUBM T"

FREE_TASKERS
Thisis one of the strongest preemption types, because it can preempt all jobs on atasker at the same time to make space for the
preempting job. This type preempts necessary number of taskers and jobs on those taskers enough to run jobs in the preempting
bucket. Also the number of taskersto get preempted does not exceed - pr eenpt t asker num
Optionsfor thistype are:

e -donotdisturb

e« -preenptable

« -preenpttaskerspec

e -preenpttaskernum

e -nmethod

e -skipresunedj ob

e -resuneres

In the following example, high priority jobsin the jobclass "design” requiring 4 or more cores are allowed to preempt groups of
"regression” jobs. With a bucketage of 10 seconds, this rule fires about once every 10 seconds for each bucket.

VovPr eenpt Rul e \
- pool "mai npool " \
-rul enane "tasker Free" \

-rul et ype "FREE_TASKERS" \

- preenpt t asker spec "TASKERLI ST: default" \

-wai tingfor HW \

-bucketage 10 \

-preenpting "JOBCLASS==desi gn PRI ORI TY>=8 REQCORES>=4" \
- preenpt abl e "JOBCLASS==r egr essi on" \
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-numjobs N

p.154

The number of jobs preempted concurrently is determined by the expression:

max(N, mn(max(M2, 1), 80))

Where:
N =nunj obs value
M = number of jobs queueing in the bucket

-maxattempts N

The maximum number of attempts to match the rule for a preempting job.
Setting this to zero (0) disables the check, meaning that the rule can be matched an unlimited number of timeswhichis

useful for example < for RESERVE_* typerules.
Default valueis 10

The - maxat t enpt s limits the number of times the preemption rule will be applied to the top job in a preempting bucket after no

pr eenpt abl e targets are found.

The default preemption cycle length is 3s. Since thisis short it may appear that more than one job is being preempted during a
given cycle. The pr eenpt i onPer i od parameter can besetinpol i cy. t cl toalonger period to make the number of jobs

preempted more apparent. For example:

set config(preenptionPeriod) 10s

The number of jobs preempted per cycleisalso limited to a fraction the size of the preempting bucket.

For example, consider a situation with the following characteristics:
e preenptionPeri od of 10s
* SIGTSTP method
e acentral resourcewith-total 4

e 4 preemptable jobs that consume a single resource and 10 preempting jobs that consume 4 resources each

e -numjobsl1

e -maxattenpts 3

The preemptable jobs are running before the preempting jobs are added. When the preempting job runs, it runs indefinitely (the
others were added just to have a sufficiently large preempting bucket to test - nunj obs). Initially no preempting job is running
and the rule triggers for the top job 000001112 in the preempting bucket. Since it needs 4 resources, it runs 4 cycles preempting
onejob at atime alowing job 000001112 to execute. Subsequently the rule fires for job 000001117 but there are no suitable
preemptable jobs available, so after the third cycle (- maxat t enpt s 3) it will no longer apply this rule to job 000001117.

Rul e triggers for job 000001112 in bucket 000001114
CENERI C Preenpt Rul e Rul e 53244 trying to preenpt up
f ound

Rule triggers for job 000001112 in bucket 000001114
CENERI C Preenpt Rul e Rul e 53244 trying to preenpt up
found

Rule triggers for job 000001112 in bucket 000001114
GENERI C Preenpt Rul e Rul e 53244 trying to preenpt up
found

Rul e triggers for job 000001112 in bucket 000001114

Proprietary Information of Altair Engineering

(j obproj ==urgent j ob _53244) .
to 1 jobs. 4 preenptable targets

(j obproj ==ur gent _j ob_53244).
to 1 jobs. 3 preenptable targets

(j obproj ==urgent job_53244).
to 1 jobs. 2 preenptable targets

(j obproj ==urgent _j ob_53244) .
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GENERI C Preenpt Rul e Rul e 53244 trying to preenpt up
f ound
Rule triggers for job 000001117 in bucket 000001114
GENERI C Preenpt Rul e Rul e 53244 trying to preenpt up
f ound
Rule triggers for job 000001117 in bucket 000001114
GENERI C Preenpt Rul e Rul e 53244 trying to preenpt up
f ound
Rule triggers for job 000001117 in bucket 000001114
GENERI C Preenpt Rul e Rul e 53244 trying to preenpt up
f ound

to 1 jobs. 1 preenptable targets

(j obproj ==urgent _j ob_53244).
to 1 jobs. O preenptable targets

(j obproj ==ur gent _j ob_53244).
to 1 jobs. O preenptable targets

(j obproj ==ur gent _j ob_53244).
to 1 jobs. O preenptable targets

Permanently skip this preenption rule for top job 000001117 since it exceeds naxi num

attenpts of 3

Command LineInterfacefor Preemption Rules

Here are some useful commands to manage preemption rules.

% vovshow - preenptrul es

002772887 test t est FreeTasker Rul e Kl LL+RESUBM T 101
002774006 M cron mc_pri Kl LL+RESUBM T 102
002774004 M cron mc_nq Kl LL+RESUBM T 101
002775275 mai npool For mal Regr essi ons SUSPEND 101
002774085 nai npool t est St eal Resour ce AUTOVATI C 102
002775412 mai npool Preenpt At h AUTOVATI C 103
002774511 mai npool byPriority SUSPEND 101
002777727 Regr Test Pool Regr Test Pri ority1523033980 Kl LL+RESUBM T 50
002778828 Regr Test Pool Regr Test Thonmas 0: *: EXT, KI LL

10: W THDRAWN: RESUBM T 50
002777743 Regr Test Pool Reser veTasker sFor Test AUTOVATI C 101
002774829 mai npool Hel pSti f f Jobs AUTOMVATI C 101
002778200 nai npool pRul e4613 SUSPEND 101
002778064 nai npool rr41523034013 AUTOVATI C 50
002775429 HERO Test _Priority_Same_User SUSPEND 101
002777656 TESTPOOL Test Met hodnor nal AUTOVATI C 103
002778839 Regr Test Pool MQ Regr Test MQ1523034523 SUSPEND 55
% vovforget -preenptrules

If you know the Vovld of a preemption rule, you can useit in these commands:
% vovshow | D OF PREEMPT _RULE
% vovforget | D O PREEMPT_RULE
Preemption methods are created only inpol i cy. tcl :

% vovshow - preenpt net hods

1 JOBHANDLER VOVSH 0: *: EXT, SI GTSTP, vovsh 5: SUSPENDED: NOLMREMOVE

2 S| GISTP+LMVREMOVE *: RETRACI NG SI GTSTP 5: WAI T: SUSPEND 10: SUSPENDED: L MREMOVE

20: LMREMOVED: DONE

3 SUSPEND *: *: SUSPEND

4 S| GTSTP+SUSPEND *: RETRACI NG SI GTSTP 5: WAI T: SUSPEND

5 SI GISTP *: *: TSTP

6 Kl LL+RESUBM T 0: *: KILL 3: WAI T: NOP 30: W THDRAWN: RESUBM T

7 LVREMOVE *:*: SUSPEND 10: SUSPENDED: LMVREMOVE 20: LIVREMOVED: DONE

8 AUTOWATI C FokLH
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9 JOBHANDLER 0: *: EXT, SI GTSTP, t cl sh* 5: SUSPENDED: NOL MREMOVE

Tcl Interface to Preemption Rules
To dump therulesto afile, use the command VovDunpPr eenpt i onRul es:

# This is Tcl.
VovDunpPr eenpt i onRul es NameOf Fi l e. tcl

At the low level, you can use these procedures to manipulate preemption rules:

% vovshow - api preenpt

vt k_preenptrul e _create DESCRI PTI ON_ARRAY
vt k_preenptrul e_nodi fy DESCRI PTI ON_ARRAY
vtk _preenptrule forget ID

vtk _preenptrule delete ID

vtk_preenptrul e_find POOL RULENAME

vt k_preenptrul e_get | D RESULT_ARRAY
vtk _preenptrul e_delete_all

vtk _preenptrul e_forget_all

To preempt a specific job, call:

# This is Tcl.
vtk transition_preenpt jobld [-noop] [-nmanualresune] [-nethod METHOD] [-resuneres
RESLI ST]

vovpreemptrule

Usage: VovPreenpt Rul e -rul enane NAVE [ OPTI ONS]

Opti ons:
- pool POOLNAME -- The rul e belongs to a pool of rules.
At nost one preenption can occur for each pool
in each preenption cycle (default: mainpool)
-rul ename NAVE -- Required.
-rul etype TYPE -- The type of preenption rule. Allowed val ues are

GENERI C, FAST_FAI RSHARE, MJLTI QUEUE,
RESERVE _RESOURCES,

RESERVE_TASKERS, and FREE_TASKERS (defaul t:
GENERI C)

- or der | NTEGER -- Specify the order of evaluation of rules within

the sane pool .

Rul es are evaluated fromlow to high order. |If
not specified

the order is assigned automatically based on
order of declaration.

Typical range is snmall positives fromO to 1000,
but the order

can be any integer.

- enabl ed BOCL -- To enabl e and disable the rule.
-enabl e BOOL -- Sane as -enabl ed (obsolete).
- debug BOOL -- To control debugging flag for this rule.
-fireonce BOCL -- To control the fire-once flag.
- preenpting SELRULE -- A selection rule for the top job in a bucket.
-wai ti ngfor RESLI ST -- If set, the top job in the bucket nust be

wai ting
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for at | east one of the
given resources in order to trigger a

preenpti on.
If the RESLIST contains the string 'HW, then
preenption is triggered if a job waits for a
sl ot .
- bucket age Tl MESPEC -- Only apply the preenption if the bucket age
is greater than the specified val ue.
-mul ti queueres RESLI ST -- Trigger preenption if a nultiqueue resource
(rank>20)
i s inbal anced.
-t hr esh THRESHOLD -- Percent reduction in MQ allocation that triggers
preenption. Default 0.1=10%
- donot di sturb TIMESPEC -- Do not preenpt a job that was a top-job (i.e. a
j ob
that triggered sone preenption) for at |least the
speci fied
time (default 10m
- preenpt abl e SELRULE -- A selection rule for the running jobs

- preenptt asker spec SPEC - -

"Tasker Li st : NAVEOFTASKERL| ST"
" HOSTNAME=I nx01, | nx02 RANDOW>5000"

- preenptt askersnum N --
preenpt for each bucket

never preenpt nore
Default is 1.

jobs for better performance.

-kill age TI MESPEC - -
def aul t
- met hod METHOD - -

VovPr eenpt Met hod.

- ski presunedj ob TI MESPEC - -

-reservetine TI MESPEC - -
-reservetype RESTYPE - -
-reservenum N - -

RESERVE TASKERS rul e type

that should be preenpted. Any field of the
form @l ELD@i s replaced by the correspondi ng
value for the top job in the bucket.

If preenpting job is waiting for hardware,

preenpt taskers that match the gi ven SPEC.
The SPEC may i ncl ude

and selection rules for taskers, like

Used for FREE_TASKERS rul es.
For FREE_TASKERS rul es, how many taskers to

that matches the preenpting rule. In any case, we
taskers than there are jobs in the bucket.

Use a higher nunber if you are preenpting nmany

Jobs younger than this age are sinply killed
and resubmitted. Linted to 7 days nmax and

is O which inplies that killage is not used.

The nmethod to be used to recover |icense
resources fromthe job. Al lowed val ues are
SUSPEND, LMREMOVE, RESERVE, AUTOVATIC

I f AUTOVATIC, then each license is renobved using
the specific nmethod defined with

Defaul t: AUTOVATI C

Do not preenpt jobs that have been resuned
no nore than Tl MESPEC ago.

Defaul t: 2m

How | ong resources should be reserved for the
top job when attenpting preenption (default 20)
Deprecated. Use reservefor

How many taskers are to be reserved for

Default: 1
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-reservet asker TASKERNAMES -- If a job is waiting for hardware, this is a
space-separated |i st
of taskers to reserve for the job. It is also
possi ble to include
a tasker list by using the keyword
' TASKERLi st : NAME_OF_TASKER LI ST' .
-preenpttaskerspec is used if the field is enpty.
-reservefor RESSPEC -- Specify how to reserve a tasker. The RESSPEC is
a space-separated list of KEY VALUE, where KEY is
one of BUCKET USER GROUP JOBCLASS JOBPROJ OSGROUP
JOBI D and VALUE
is a comma-separated |ist of values (also
synbolic |ike @QSERQ .
VALUE of BUCKET and JOBID entered here is ignored

and
preenpting job ID and bucket |D are used.
Default is BUCKET.
-resuneres RESLI ST -- List of resources to append to the resuner job.
RESLI ST can contain field references (e.g.
@HOST@

whi ch are taken fromthe preenpted job.
-resunedel ay TIMESPEC -- Set the mnimum del ay before executing the
resuner j ob,
where TIMESPEC is the span of tinme between job
suspensi on and future tine when the resumer job
wi || be considered for scheduling again.

Default: 5s
- nunj obs N -- The maxi mum nunber of jobs preenpted per bucket
per
preenption cycle.
- maxat t enpt s N -- The maxi mum nunber of attenpts to match the rule
for a
preenpting job. Setting this to zero (0) disables
t he check

meani ng that the rule can be matched an unlinited
nunmber of times
which is useful for exanple for RESERVE * type

rul es.
-sortj obsby N -- Criteria to sort/order potential preenptable
j obs.
Format is:
<fi el dname> [ ASC| DESC] [, <fi el dname> [ ASC|
DESC] ] *.

Default is 'PRIORITY ASC, ACE ASC .

Debug VovPreemptRule

To make sure the rules works as intended, it is useful to ook at how the preemption algorithms work in detail. Detailed logs will be
written into alog file separate from server log as named server_preemption DATE.log.

Set the server parameter pr eenpti on. | og. ver bosi ty toanumber between 0 and 10. For preempt rules of interest, turn on

the debug flag through Web Ul. To log all preempt rules, set the server parameter pr eenpti on. | og. al | rul es to 1.

The following shows kinds of messages shown for each verbosity level.

« Taskers preempted, jobs preempted, reservations made on taskers and resources, and durations of preempted jobs.
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* Preempt rulesthat trigger for jobs in each bucket. Reasons why rules get disabled. Time taken to processrulesif itis
significant.
*  Which taskerlist is used. Which tasker is missing.

* Why each tasker is not selected. Reasons may be bad tasker status, HW not compabible, already reserved, or select rule not
applicable.

* Report al job status being preempted. Each job preempted with which plan. Reserving critical resource. Skip job after max
attempt.

« Report how all preempted jobs are handled. Which jobcontrol method is applied.
«  Why preempt ruleis not triggered. Why taskers are not chosen (already reserved, invalid reserve spec.).

« Details about choosing preemptable target such as waiting for HW and SW, running jobs that have resources managed by
Allocator, jobs that have useful resources, wait reasons, preemptable analysis, missing resources.

e Timetaken to process preempt rules.
e Whichruleisdisabled. Miscellaneous messages.
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Preemption Examples

Preemption by Priority
In the following example, al high priority jobs requesting Li cense: abc can preempt al low priority jobs. Itisimplied that the
preempted low priority job must provide the resource Li cense: abc, otherwise it will not be preempted.

# An i nplenentation of the old "preenption by priority" policy.

VovPreenpt Rul e -rul enane "SinplePriority" \
-rul etype GENERI C -preenpting "priority>=8" -wai ti ngfor License:abc \
-preenptable "priority<4 "

The next example generalizes the preemption by priority, within a specific job class. In this case, the preempting job needsto bein
the jobclass called hsi m and the preemptabl e jobs are selected only if the have the same jobclass as the preempting job:

# A nore generic preenption by priority for jobs in the hsimjobclass.
VovPreenpt Rul e -rul enane "Priority_hsint \
-rul etype CENERI C -preenpting "jobclass==hsimpriority>=8" \
-preenpt abl e "j obcl ass==@OBCLASS@ priority<@DRI ORI TY@

Preemption Across Jobclasses

In this example, the jobclass ur gent can preempt jobsin the jobclassr egr essi on but only for jobs that bel ong to the same
project, as expressed by j obpr oj ==@ OBPRQJ @ Also, arelatively long kill age of 10 minutesis alowed; the preemptable jobs
that are younger than 10 minutes are withdrawn and resubmitted, while jobs that are older are suspended and later resumed.

# A preenption between jobclasses, but within the sane project
VovPreenpt Rul e -rul enane "Urgent _vs_regression” \
-preenpting "jobclass==urgent" -preenptable "jobclass==regression
j obproj ==@OBPROJ@ -killage 10m

Reserve Resour ces for Token-based Jobs

In the following example, a weak preemption type called RESERVE_RESOURCES is used to help dispatch jobs that require
multiple tokens in the presence of other jobs that compete for the same tokens. In this casg, if thereisajobintheclassul t rasi m
with priority greater than 4, the system reserves 6 tokens of whatever the job requires for 3 minutes.

VovPreenmpt Rul e -rul enanme "Ul trasi miAeak" \
-preenpting "jobclass==ultrasimpriority>4" \
-rul et ype RESERVE RESOURCES -reservetine 3m-reservenum 6 \
-pool U trasim-order 10

[E/ Note: Thereisno mention of the resource required by the jobsin the preempting jobclass, because the resources are
computed automatically.

Such arule (no mention of required resources) may be combined with a stronger rule. For example, such arule can actively
preempt other jobs by the same user, provided that the ultrasim job has been waiting for at least 4 minutes.

VovPreenpt Rul e -rul enanme "U trasinStronger” \
-preenpting "jobclass==ultrasimpriority>4" -bucketage 4m\
-preenpt abl e "j obcl ass==spectre user==@QISER@ pri ority<@RI ORI TY@ \
-pool U trasim-order 20
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M ultiQueue Preemption
MultiQueue is the older name for the system now called Allocator™. The preemption system still refers to these rules with the old
name.

In the following example, assume that the resources WAN: abc and WAN: hsi mare managed by Allocator. Y ou want the
preemption daemon to preempt ajob that uses those resources when Allocator requires a " substantial reduction” in the number of
available resources for this site. In the example, adifferent ruleis created for each resource and each rule is assigned to a different
pool. The substantial reduction is defined a 5% change in the allocated resources.

foreach ngRes {

WAN: abc
WAN: hsi m
A
VovPreenpt Rul e -rul enane "Ml ti QueuelLi cense_$ngRes" \
-mul ti queueres $ngRes -nmgthresh 0.05 -pool POOL$ngRes
}

Usethe -resumeres Option

In many cases, the preemption occurs to make a saturated license available to an important job. Upon suspension of the preempted
job, the license becomes availabl e to the preempting job, while the resumer job, which a so wants the same license, waits because it
typically has lower priority than the preempting job.

In some cases, however, the license that is being preempted is not saturated, and preemption occurs on account of the lack of dots
(also known as hardware preemption). In such case, the resumer job could be executed immediately on any available slot, which
may be undesirable. The resources specified by the -resumeres option can be added to the resumer job as away to better control its
execution.

[E/ Note: When preemption occurs because of hardware, the - r esumrer es option is highly recommended.

[E Note: See @KEYWORD* Expansion for details on using @KEYWORD@ expansion with - r esuner es.

For example, assume that jobsin the class C can only execute on taskers that offer the resource R. A low-priority job in the class C
is preempted. The corresponding resumer job requires only the resources grabbed by the preempted job. Since the resumer job can
execute on any host and the resources grabbed by the suspended job are not saturated, the resumer job firesimmediately, leading
to a premature resumption of the suspended job and to the possible overloading of the host on which the resumed job is running.
However, if the preemption rule is specified with the option - r esuner es HOST=@HOST @ then the resumer job is forced to
execute only on host called @HOST@ which is mapped to the name of the host on which the preempted job was originally running.

All fields in the preempted job can be used in the - r esuner es argument. The most useful are @ ASKERNANVE@(or GNAVE@
for short), @ ASKERHOST @(or @HOST @for short) and @GHVWRAM@ GHWPERCENT @ @HWEL OT S@ @GHWCPUS@ and GVBWAP@
which are computed from the SOLUTI ON property of the preempted job. The open slot goes to the preempting job because of
priority, and the resumer job waits for at |east one slot to open up on the host of the suspended job.

#

# The resuner job nust execute on the sane host as the
# preenpted job.

#

VovPreenpt Rul e -rul enane XX -rul etype GENERI C -preenpting "jobcl ass==abc
priority>=8" -waitingfor "HW -preenptable

"j obcl ass==abc priority<4" -resuneres "TASKERNAVE=@ ASKERNANVE@ HOST=@HOST@ RAM

@GH\RAM@ SLOTS/ @HWSLOTS@
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#

# The resuner job nust execute on the sane tasker as the

# preenpted job.

VovPreenpt Rul e -rul enane YY -ruletype CENERI C -preenpting "jobcl ass==abc
priority>=8" -waitingfor "HW -preenptable

"j obcl ass==abc priority<4" -resuneres "TASKERNAVE=@I ASKERNAVE@

Preempt Ultrasim
Ultrasim uses Virtuoso_Multi_mode_Simulation, typically 4 or 6 tokens. To preempt Ultrasim, you can use this example:

VovPr eenpt Met hod Li cense: Virtuoso Milti_node_Si nul ati on SI GTSTP

VovPreenpt Rul e -rul enane ultrasim\
-rul etype GENERI C \
-kill age 10 \
-wai tingfor "License:Virtuoso Milti_node_ Sinul ation" \
-preenpting "priority>8" \
-preenptable "priority<@RI ORI TY@ \
-met hod AUTOVATI C

Use Preemption to Reserve Taskers

In the following example, if there are scheduled jobs from the FairShare group "/ cl ass/ ABCD", then we reserve 3 taskers called
i nux02,1inux04,and!l i nux06 for 1 minute. If, in that 1 minute, the tasker becomes available, the preempting job will have
exclusive access to that tasker. Since the rule is recomputed every few seconds, it is sufficient to have short reserve times, such as
one minute or even less.

VovPreenpt Rul e -rul enane reserveHardware \
-rul etype RESERVE_TASKERS \
-preenpting "CGROUP~/cl ass/ ABCD"' \
-reservetinme 1m\
-reservefor "GROUP @SGROUP@ \
-reservet asker "linux02 |inux04 |inux06"
-reservenum 2

J\ ALTAIR
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Preemption Methods

A preemption method is a set of actions that are applied to the preemptable job to revoke its resources. Some methods are provided
with the Accelerator software. Additional methods can be implemented by writing proceduresin Tcl using the Accelerator AP
cals.

VovPr eenpt Met hod can be used in the configuration file to associate a method with aresource to be revoked.
The supplied preemption methods are:

AUTOVATI C Thisisthe default method and means that the actual preemption method is
computed on the basis of the licenses (not the grabbed resources) actually held by
the preempted job.

SI GTSTP Thejob's process group is signalled with the operating system TSTP signal. Many
software tools will first give up their licenses, then self-suspend after receiving this
signal. Verify that your tool responds as desired when using this method.

This method sends TSTP to all processesin the process tree of the job. If the job
requires TSTP to be sent to only afew processes, asin the case of Model Sim, the
EXT method needs to be used.

S| GTSTP+LMREMOVE The same as above but also calls| nr enove to remove al license checkouts
detected for the job being preempted. Thisis useful for tools that use 3rd-party
licenses, such as a piece of IP provided by a 3rd-party vendor, that isused in a

simulation.

SUSPEND Thejob's process group is signalled with the operating system STOP signal. This
causesit to be inactive until it is resumed by the operating system CONT signal.

SUSPEND+L MREMOVE Like SI GTSTP+LMREMOVE, but uses the STOP signal instead of TSTP.

STOP Thejob is dequeued or stopped, and rescheduled. Mainly used with jobs that have
only been running a short time.

EXT This method uses an EXTernal script to send a specified list of signalsto one or
more of the processesin the job. This method is used, for example, to preempt
ModelSim jobs.

EVENTS- ONLY The EVENTS- ONLY method does not actually preform any preemption but only

issues preemption events. This method can be useful for those users that wish to
perform specific preemptions themselves using custom scripts.

Custom preemption methods can be created as well (see the next section on preemption plans). To list al preemption methods,
along with their respective plans, use the following command:

% nc cmd vovshow - preenpt met hods

1 S| GISTP+LMREMOVE *: RETRACI NG SI GTSTP 5: WAI T: SUSPEND 10: SUSPENDED: L MREMOVE
20: LMREMOVED: DONE

2 SUSPEND * . *: SUSPEND

3 S| GTSTP+SUSPEND *: RETRACI NG SI GTSTP 5: WAI T: SUSPEND

4 S| GISTP *:*ITSTP
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5 KI LL+RESUBM T 0:*: KILL 10: W THDRAVWN: RESUBM T
6 LMREMOVE *: *: SUSPEND 10: SUSPENDED: LMREMOVE 20: LMREMOVED: DONE
7 AUTQOVATI C KookoH

0:*

8 JOBHANDLER EXT, SI GISTP, t cl sh* 5: SUSPENDED: NOLMREMOVE

Select the Preemption Method
There are afew methods to specify the preemption method:

« If thejob uses Srar t Suspend, then the property SSR_STATUS_PATH exists on the job and the method SMART SUSPEND
will be used.

e Set the property VOVPREEMPT _METHQOD on the job. For example:
% nc run -P VOVPREEMPT METHOD=LMREMOVE -r License: abc -- myscript nychip.x

e Set the property VOVPREEMPT _METHOD on the jobclass. This can be set using the procedure
vt k_j obcl ass_set _preenpti on_net hod, asin thisexample:

# This could be in vovpreenptd/ config.tcl
vtk _j obcl ass_set preenption_nethod hsimlo STOP

e Assign apreemption method to each resource map, using the procedure Vov Pr eenpt Met hod in thefilevnc. swd/
vovpreenptd/config.tcl.

The procedure Vov Pr eenpt Met hod is used to specify which method to use for each resource thisis used by the preempted job.

LMREMOVE

While the method L VREMOVE works well with amajority of licenses, some licenses are harder to get and this procedure alows
specifying how this should be done.

For example, sometools react to the SI GTSTP signal, but it can only be sent to a specific process in the process tree. ModelSim is
one such tool, which wants the SI GTSTP signal to be delivered only to thevi sh process.

VovPr eenpt Met hod Li cense: nsi mhdl si m EXT -signal TSTP -incl ude vish

The following statement is useful for the Cadence tokens. In this example, to recover theresource Li cense: si nt oken,
presumably derived from the FlexNet Publisher feature Virtuoso_MultiMode Simulator, the EXT method (external) and sending
the signal SI GTSTP are required, but only for the processes either spectre orul trasi m

VovPr eenpt Met hod Li cense: si nt oken EXT -signal TSTP -include "spectre ultrasint
Thefollowing exampleisfor | nci si ve_Enterpri se_Si nul at or:

VovPr eenpt Met hod Li cense: I ncisive Enterprise_Simulator EXT -signal TSTP -include
"ncsi mncvl og_nai n"

vovpreemptmethod

Specify which method to use for each resource thisis used by the preempted job.

Usage: VovPreenpt Met hod resourcemap net hods [ OPTI ONS]

/\ ALTAIR

Proprietary Information of Altair Engineering



Altair Accelerator 2024.1.1
Altair Accelerator Administrator Guide p.165

VWHERE: nethods -- A list of one or nore of
EXT SUSPEND MODELSI M LMREMOVE S| GTSTP JOBHANDLER

OPTI ONS:
-signal <SI GNAME> -- TSTP, USR1, USR2,
-include patternList -- Only send signal to processes that match one of
the pattern in the |ist
-exclude patternList -- Do not send signal to processes that match one of
the pattern in the |ist
-process patternList -- Synonymfor -include.
EXAMPLES
VovPr eenpt Met hod Li cense: nsi mhdl si m EXT

-signal TSTP -include vish
VovPr eenpt Met hod Li cense: Vi rtuoso_Mil ti _node_Si mul ati on EXT
-signal TSTP -include "spectre ultrasint
VovPr eenpt Met hod Li cense: Virtuoso Milti _node_ Simul ation EXT
-signal TSTP -include "spectre* *ultra*"
VovPr eenpt Met hod Li cense: Desi gnConpi | er LMREMOVE

Preemption Plans

Preemption plans are the building blocks of preemption methods and allow the implementation of custom, complex multi-step
preemption sequences.

Preemption plans are defined in the SWIY pol i cy. t cl file, using the following configuration command:

vt k_preenpti onpl an_set <METHOD- NAVE> <PREEMPTI ON- PLAN>

A preemption plan is a space-separated list of instructions. Each instruction consists of 3 colon-separated fields: Tl Mg, STATE,
and ACTI ON
TI MVE can be;
e * =anytime
* N =N seconds after start of preemption has begun. More specificaly, thisisthe longest time we would wait for the job
to reach the required state. If the specified time has elapsed and the job is not in the required state, the preemption plan is
considered to have failed.
STATE can be:
e * = any state
e SUSPENDED = the job is known to be in a suspended state
« RETRACI NG=thejob is known to be still retracing (orange)
*  RUNNI NG=thejob isknown to be still running (yellow)
e W THDRAWN = the job has been killed by preemption
e LMREMOVED = the job has the property PREEMPT_LMREMOVED
* VWAI T = enter await state for the specified number of secondsin the TIME field
e SSRSUSPENDED = the job has the property SSR_STATUS (SmartSuspend integration) (OBSOLETE)

ACTI ON can be:
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NOP = No operation, mainly used for no-op wait states

SUSPEND = Suspend job (SIGSTOP)

S| GTSTP or TSTP = Send SI GTSTP

Sl GUSR1 or USR1 = Send SI GUSR1

Sl GUSR2 or USR2 = Send SI GUSR2

EXT, <SI G[, i ncl udeRx] [, excl udeRx] = Send asigna using the EXTernal method

L MREMOVE = Remove licenses using vovimremove

NOLMREMOVE = Do not call the utility vovI nr errove on the preempted job. Thisis essentially the same as NOP
DONE = Similar to NOP but also signifies the end of preemption the plan

RESUBM T = Resubmit awithdrawn job (not yet implemented)

The legacy method MODEL SI Mis essentially a one-step preemption plan of theform *: *: EXT, TSTP, vi sh, which means"at
any time, in any state, send the signal TSTP to thevi sh process.

[/ Note: The preemption will fail if the time has passed and an expected state have not been attained. In the following

example, if the job is not suspended at 10 seconds, or if the license is not removed at 20 seconds, the preemption will
fail.

*:*: SUSPEND 10: SUSPENDED: LMREMOVE  20: LMREMOVED: DONE

Examples

Below are some examples of 3-step preemption plans:

*: RETRACI NG TSTP  10: WAI T: SUSPEND 15: SUSPENDED: DONE

Proprietary Information of Altair Engineering

At the beginning, if the job is RETRACING, send its process tree the TSTP (temporary stop) signal.
Wait at least 10 seconds from preemption start and send the SUSPEND signal.
Up to 15 seconds from preemption start, if the state is SUSPENDED, the preemption is done. Otherwise, preemption fails.

:*: SUSPEND 10: SUSPENDED: LMREMOVE  20: LMREMOVED: DONE

At any time, in any state SUSPEND ajob.
At any time up to 10 seconds from preemption start, if the job is SUSPENDED, remove license(s) from the job.

At any time up to 20 seconds from preemption start, if the licenses have been removed, preemption is done. Otherwise,
preemption fails.

D*IEXT, HUP, licd 10: *: EXT, TSTP, | i cd 20: SUSPENDED: LMREMOVE

At any time, in any state, use the external method to send the HUP (hangup) signal tothel i cd process.

At any time up to 10 seconds from preemption start, whether or not the previous step (HUP) was successful, use the external
method to send the TSTP signal to thel i cd process.

At any time up to 20 seconds from preemption start, if the job is SUSPENDED, remove license(s) from the job.
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Web-Based I nterface for Preemption

The Accelerator web interface provides aform-based method of entering preemption rules and methods, and viewing statistics

regarding the activation of previously entered preemption rules.

To access the online preemption information, from the Project Home page of the Accelerator web interface, under Workload, click
Preemption. By default, the Preemption page opens on the Pools tab.

Poolstab

The Poolstab lists summary of all pools of preemption rules. Click the desired pool namesto view the listing of all the

preemption rules in that pool.

Pool | Enabled | Last Triggered | Count Triggered | # Enabled # Disabled
1 mainpool o newver 0 2 0
2 AllegroMT x nevear 0 0 1
3 Allegro x never 0 o] 1
4 SarcSpa o never 0 2 1
5 pool200 x never 0 i) 2
& MQFilers X never o 0 1
7 wWixJobModulation x never 0 o 2
& MainPool x never 0 i) 1
Showing & out of 8 rows | Limit rows to display: [10 | Filter | (] ignore case L=
Figure 9:
Preemption Rulestab
The Preemption Rules tab lists the preemption rules that are currently set.
| Pool |RuIeName Type |Enabled‘ Fire Once Debug‘ Order| Method | LastTrIggered‘ CountTriggered | Message
1 mainpesl FraaSlave_for_calibre FREE_SLAVES o b4 b4 2 KILLSRESUBMIT navar 0
ainpool PreemptAtheros GENERIC o b 4 b4
3 AllegroMT AllegroMT RESERVE_RESOURCES x x x 0 Invalid preempting selection rule jobclass~alg FS_EXCESS_RUNNING_2<0 FSTOKENS>1': Field "FSEX
AllagroFs2 GENERIC X X b4 0 Invalid preampting selaction rule jobclassvalg FS_EXCESS_RUNNING_1<0't Fiald “FSEXCESSRUNNING
PrioritySameUser GENERIC o * * 0
FAST_FAIRSHARE o * * 0
sEnEAIC ® x b o
GENERIC x x x .
aRegres_AG GEWERIC b4 b4 X o
MULTIQUEUE x x %
o — | | [ |
Showing 10 out of 13 rows | Limit rows to display: |1EI | | show allrows | Filter D ignore case

Figure 10:

Methods for Resources

The Methods for Resources tab summarizes the preemption rules that are used for each resource.
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1 [ Ucanse:aLo02_#wSeamsaiver ALDOZ/HWSaamSalvar
zD Licensa:ALDD1_HWProcessManageripp ALDD L/ HWRrocassManagerapp
3] Utense:AL001_HWSimLabautomation ALDO1/HWSimLabAutomation
4[] License:ALO0Z_WWEComputeManages ALDOZ/HWEComputeManager
5[] Ucense:aLoo:_swradicz=qio ALDO1/HWRadicssQ10

5 D Licanse:ALO0O3_SIMLAB_CAD ACCESS_SERVICE_CATIA ALOOZ/SIMLAB_CAD_ACCESS_SERVICE_CATIA

7] Ucensesserves_ft RTDA_RLM1/server_ft

a[] Utense:RTDA_TROY_user_licmon RTDA_TROY/user_lieman
g[ ] Licanse:AL00G_mwAlsirBushingMadel ALDOZ/HWAltsirBushingMadel
10[] Ucenze:AL003_HWClick2FormIncaUL ALODZ/HWClick2FarmIneGUL

Update method of selected resources to: = SUSPEND | | LMREMOVE | TSTP | MODELSIM | EXT,TSTPtlcsh |

Figure11:

Plans for Methods
The Plans for Methods tab lists the rules of the method plans.

1 SIGTSTP+LMREMOVE *:RETRACING:SIGTSTP 5:WAIT:SUSPEND 10:SUSPENDED:LMREMOVE 20:LMREMOVED: DONE
2 SUSPEND *:*:SUSPEND

2 SIGTSTP+SUSPEND  *:RETRACING:SIGTSTP 5:WAIT:SUSPEND

4 SIGTSTP * ¥ TSTP

5 KILL+RESUBMIT O:*:KILL 2:WAIT:NOP 20:WITHDRAWN:RESUBMIT

6 LBX 0:*:EXT,SIGUSR 1,vovlbx 5:SUSPENDED :NOLMREMOWVE

7 LMREMOVE *:*:SUSPEND 10:SUSPENDED:LMREMOVE 20:LMREMOVED :DONE

8 AUTOMATIC B

S JOBHAMNDLER 0:*:EXT,SIGTSTPR tclsh® 5:SUSPENDED :NOLMREMOVE

Figure 12:

Configuration
The Configuration tab allows exporting preemption rules and creating new preemption rules.
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Control how frequently the preemption rules are evaluated

Current preemption period is: 3s
Stop Preemption

Change Preemption Period Default is 3s. Typical values are between 1s and 20s.
Restore Default Preemption Period (3s)

List of configuration files

config.tcl

config_export.tcl
exports/config_20170422_103753.tcl
exports/config_20170422_103805.tcl
exports/config_20170614_125425.tcl
exports/config_20170614_132814.tcl
exports/config_20170614_133026.tcl
exports/config_20180427_100609.tcl
exports/config_20180504_075354.tcl

exports/config_20190428_151505.tcl

Special operations

Forget all preemption rules...

Figure 13:

Create a New Preemption Rule Using the Web Ul

1. Toenter anew rule, click Add new preemption rule at the bottom of the Preemption window.
The Preemption Rule form opens.
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Resumer Job 5 Schedule the resumer job & certain Hime after preemption,
thlﬂl";. e ek T D rule lhov preevnpion Dadid oa havtheine resources, it 5 poodt
Jol Rpsburcs: prachion 1D 30 HOST= GHOSTE or NAMEs BSLAVENAMED to the regumer fob, 50
it it will gy Exeole of Bhe giied of fhe proempted job hag Sullicant resoorois.
Sew cocs for move inf,
b4
- Preempting Conditions iy
Priempting: | FRRCHIT Y il A peliscticn rulé o identify fobs waiting in the gueue.
Wadting For | A space-separated ot of nsowroes, without the Wid-cavd
specificalions are affowed: e.g. License:* or *
Expmples: License:ABC = Hy
I the job is walling far any o of these resturces, the rule wil be briggered.
Waiting For £ Salect this o pou wail [y iripper thi rufir aiie wine & buck! & witing for
Hardwang: hargmany FERGUCE
Bucioet Age: - Trigger only ¥ the bucket has been inactive for at feast the time speciied here.
 Preempiablie Conditions =
Do Mot Disturt: tomgge Do nof préempt & previous preempting job for at feast this long.
Kill Age: L]
Crrder Jolby; PECHETY RS, AGL ASC {0 salisct or from the typical order crileris: | PRORAITY, AGE 1)

Figure 14:

2. Select the type of preemption rule to implement.
The window shows the appropriate options for the type.

3. Fill out the form and click Create Preemption Rule to save the new rule.

For examples on the types of preemption rules available, see Preemption Rule Types.
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Preemption Rulesto Speed Up Fair Share

Every node in the FairShare tree represents a FairShare group. Each job belongs to one and only one FairShare group. Every node
in the FairShare tree is assigned atar get shar e, which depends on both the weights assigned to the nodes in the tree and on the
activity of the nodes. A FairShare node is considered active if it has at least one job that is queued, running or suspended. All nodes
that are not active are assigned a FairShare target of zero.

The target share of a FairShare node is accessible by thefield FS_TARGET for any job that belongs to that FairShare node. The
FairShare target is afractional number lessthan 1.0, but the FS_TARGET field is an integer in the range from 0 to 10,000 obtained
by scaling up the FairShare target by 10,000. For example, aFS_TARGET of 8000 indicates that the FairShare node has a target
share of 80%(=0.8).

Thefield FS_RUNNI NG represents the fraction of running jobs in a FairShare group, relative to all running jobsin the system. This
field is also scaled up by afactor of 10,000. The difference between FS_RUNNI NGand FS_TARGET isFS_EXCESS_RUNNI NG

FS_EXCESS RUNNING := FS_RUNNING - FS_TARGET

This measures how much a group is above or below itstarget. A positive number of FS_EXCESS_RUNNI NG means that the
FairShare group is running more jobs than it should.

Thefield FS_RUNNI NG_COUNT isthe number of jobs a FairShare group is running.

Thefield FS_H STORY represents the fraction of jobs that have been run by a FairShare group in the FairShare window (typically
2 hours) relative to all other jobs that have been run in the system. The difference between FS_HI STORY and FS_TARGET is
FS EXCESS HI STORY, andissimilar to FS_EXCESS RUNNI NG explained above.

FS_EXCESS_HI STORY : = FS_H STORY - FS_TARGET

Thefield FS_RANK is computed by the scheduler and assigned to each FairShare group that has jobs in the queue. The jobs are
dispatched to taskersin ascending order of rank, starting from the group of rank zero (0). Groups that have no jobs in the queue
are assigned the conventional rank -1. For FairShare and preemption to work harmoniously, it isimportant that the rank of the
preempted job is greater than the rank of the preempting job, which iswhy the preemption rules should contain aterm of the

form FSRANK>@SRANK@in the -preemptable option. Since you also want to allow the preemption of jobs that are running but
have no queued jobs in the same group, use thefield "FS_RANK9", which isthe same as FS_RANK, except that the value of

FS _RANKO for groups that have no queued jobs is 9,999,999 instead of -1, which makes for an easier comparison the preemptable
rule FSRANK9>@FSRANK9 @

The Special Field FS_ EXCESS RUNNING_LOCAL

The picture below illustrates the difference between the FS_EXCESS RUNNI NGfield and FS_EXCESS RUNNI NG _LOCAL.
While the first considers the total number of running jobs in the system, the second field only considers the balance of running jobs
at each local level. In the pictures, the nodes of interest are/ cl ass/ hsi mand/ cl ass/ vcs.

Thenode/ cl ass/ vcs hasatotal of 4 running jobs and 2 children, with user ul running 3 jobs and user u5 running 1. Assuming
that all weights are the samein al branches, the target sharefor / ¢l ass/ vcs. ul and/ cl ass/ vcs. ub isexactly the same.
Looking at the FS_EXCESS RUNNI NG it is negative for both nodes because the node/ cl ass/ hsi mhas alarge proportion of
the running jobs. In this scenario, a preemption rule based on FS_EXCESS RUNNI NG as shown below will not fire:

VovPreenpt Rul e -rul enane Rul eThat DoesNot Fire \
- preenpting "JOBCLASS==vcs FS_EXCESS RUNNI NG<0" \
-preenpt abl e "JOBCLASS==vcs FS_EXCESS RUNNI NG>0 FSRANK9>@SRANKO@ \
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-pool fastfairshare -rul etype FAST FAI RSHARE

Fairshare Tree Example

iclassihsim Assume Equal Weights Are Equal Iclassives
— r

Jelass/ves.uS

[rohshomal o p o leeR] 66 R

elassihgim u2 16.6% 6.6 “ +2.6 12 8|

f"}c'l';};&.fh's'jrﬁ.ﬂ]mm BT T ST - o t T T

| Ichassives.ul 25% 10| 3 7| 2 *l |

| Iclasshyes uS 25% 10 | 9 2 -
Figure 15:

On the other hand, with alocal view of / cl ass/ vcs, it isapparent that the distribution of jobsis not balanced. To use
preemption to speedup the achievement of balance, the FS_EXCESS_RUNNI NG_L OCAL field can be used as follows:

VovPreenpt Rul e -rul enane Rul eThat Fires \
-preenpting  "JOBCLASS==vcs FS_EXCESS_RUNNI NG LOCAL<0" \
-preenptabl e "JOBCLASS==vcs FS EXCESS RUNNI NG LOCAL>0 FSRANK9>@SRANK9O@ \
-pool fastfairshare -ruletype FAST_FAl RSHARE

Practical Fair Share Driven Preemption
Frequently used fields that are used in preemption are:
« FS EXCESS RUNNING_LOCAL
« FS RANK and FS RANK9
« FS _RUNNING_COUNT

Other fields are described in Node Fields in the Altair Accelerator User Guide; those fields also begin with FS_.

Preemption Based on Fair Share

Preemption can be used as a method to accel erate the FairShare mechanism, so that instead of waiting for ajob to finish and aslot
to open up, the preemption daemon can detect imbalances in the FairShare and preempt ajob of a group that has excess sharein
favor aanother group that has a deficit in the share.

J\ ALTAIR
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A reference rule for this type of preemption can be found in $VOVDI R/ et ¢/ confi g/ vovpr eenpt d/ rul es/
fastfairshare. tcl,asshownbelow:

Copyright (c) 1995-2020, Altair Engi neering
Al Rights Reserved.

$ld: $
Use of preenption to speed-up fairshare.

We assune a wor kl oad organi zed in jobcl asses where the each jobcl ass
has its own fairshare node called /class/$JOBCLASS.

The preenpting is triggered if there is a job which has a locally a
deficit in the nunber of running jobs (FSEXCESSRUNNI NGLOCAL<0) and has been waiting
for at |east 10 seconds.
# Also, if a fairshare group already has at |east 4 jobs running, do not preenpt.
#
# W do preenption within the same jobclass (JOBCLASS==@ OBCLASS@
# and we target the groups that have excessive share of running jobs
( FSEXCESSRUNNI NGLOCAL>0) and
# al so a higher rank (FSRANK9>@SRANKO@ . We use FSRANK9 instead of FSRANK to
# sinplify the conparison of the ranks to include groups that have no rank
# W do not want to preenpt if the group has only one running job
(FS_RUNNI NG _COUNT>1) .
# W al so consider priority (PRIORI TY<=@RI ORI TY@ to avoid preenpting a job of
hi gher priority.
#

HHEFEHFHEHFEH H O HH

VovPreenpt Rul e -rul enane Fast Fairshare \
-preenpting "FSEXCESS<0 GROUP~/cl ass FS RUNNI NG COUNT<=3" \
- bucket age 10 \
- preenpt abl e " FSEXCESS>0 JOBCLASS==@ OBCLASS@ FS_RUNNI NG_COUNT>1
FSRANK9>@SRANK9@ PRI ORI TY<=@RI ORI TY@ \
-killage 2m \
- pool Fast Fairshare \
-rul et ype FAST_FAlI RSHARE

J\ ALTAIR
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Preemption Over Altair Allocator

The preemption daemon can be used to speed up the release of licenses at one site. The release of licenses is within the constraints
imposed by Allocator. Constraints are enforced by specifying a preemption rule, which states that a specific resource is managed
by Allocator and should be preempted.

VovPreenpt Rul e -rul enane "ngPreenpt Hsi m'  -rul etype MULTI QUEUE -nmul ti queueres
Li cense: hsim -pool multiqueue

Preempt Jobswith Unrequested Resour ces

It is possible for resources to be used without being applied. To control the usage properly, a preemption rule can be created that
prevents such issues. For this preemption rule, use the field LM_HANDLES NRU, where NRU represents "Not Requested / Used".
An examplesis shown below.

In this example, the preempting condition isajob waiting for alicense, Li cense: abc. In addition, the queued job isin the
specific jobclassabce.

-preenpting "JOBCLASS==abc" -waitingfor "License:abc"
The preemptable set isany job that uses Li cense: abc but does not ask for it:

- preenpt abl e "LM HANDLES NRU-~Li cense: abc"

For example:

VovPreenpt Rul e -rul enane Puni shCheat er sAbc \
-rul etype GENERI C \
-preenpting "JOBCLASS==abc" -waitingfor "License:abc" \
-preenpt abl e "LM HANDLES NRU-~Li cense: abc" \
- met hod AUTOVATI C
- pool Puni shPool
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Control Whether a Job is Preemptable

Thisfield is a boolean and identifies the jobs that can be preempted.
This flag can be set using the variable make(preemptable) in a FDL file.
In Accelerator, all jobs are preemptable by default. To disable the flag, use the option -preemptable 0 at submission time.

% nc run -preenptable 0 sleep 100

[E Note: See @KEYWORD* Expansion for details on using @KEYWORD @ expansion with - pr eenpt abl e.

Proprietary Information of Altair Engineering A A LTAI R



Altair Accelerator 2024.1.1
Altair Accelerator Administrator Guide p.176

Preemption Timing

The preemption subsystem has a complex behavior, controlled by many delays that are described in this section.

Preemption Cycle

A preenpt cycleisset withinthepol i cy. t ¢l server configuration file. The unit isin seconds. The default value 3 seconds,

No Preemption After Resumption

Job resumption is supported by the property PREEMPTRESUNME. In Vov Pr eenpt Rul e, thisfunction is supported by -
ski presunedj ob TI MESPEC. The default valueis 2 minutes.

Job Too Young to Preempt

This delay depends on the resource. This function is represented by the variable PREEMPT($resmap,delay). The option is-delay in
VovPr eenpt Pol i cy. The default value is 5 seconds.

Minimum Bucket Ageto Trigger Preemption

Each preempting job is waiting in the queue and therefore belongs to a bucket. The age of the bucket depends on the time of the
last dispatch of ajob from that bucket, or the bucket creation, whichever is younger.

Note: If the age of the bucket is less than this minimum age, the preemption is not triggered. Thisis represented by
PRULES( $r ul e, bucket age) , controlled by the option -bucketage in VovPr eenpt Rul e. The default valueis
zexo; there is no minimum age for firing the rule.

=

Resour ce Reservation Time

When the resource is reserved for the preempting job, the preempting method used is RESERVE. With preemption rules, this
reservation timeis represented by PRULES( $r ul e, r eser vet i ne) , which is controlled by the option -reservetime in
VovPr eenpt Rul e. The default value is 30 seconds.

Too Early to try Imremove
If the age of a checkout assigned to ajob isless than 2 minutes. Thisis hard coded.

Do not Preempt a Resumed Job

If ajob has just been resumed, it is recommended to not allow the job to immediately be preempted. Instead, allow the job
time to settle and give Accelerator time to figure out which licenses the job is using. This preempt method is represented by
PRULES( $r ul e, ski presunedj ob) , which can be set with option -skipresumedjob TIMESPEC in VovPr eenpt Rul e

The default value is 2 minutes.

Kill Instead of Suspend a Job

If ajob isyounger than a certain age, we prefer killing and resubmitting it rather than suspending and resuming it. Thisis
represented by PRULES( $r ul e, ki | | age) and is controlled by the -killage option in VovPr eenpt Rul e.

The default valueis 2 minutes. A value of zero disables the killing.
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Do not Disturb a Top Job

If ajob successfully triggered a preemption, you do not want that job to be bothered for some time. Thisis represented by
PRULES( $r ul e, donot di st ur b) , which iscontrolled by the option -donotdisturb in VovPr eenpt Rul e.

The default value is 10 minutes.

Safe Job Control Timeout

Thisisthe time preemption waits for the signals to have effect. Typically the signals have immediate effects.

However it has been noticed that SIGTSTP may take many seconds to take effect. Thisis represented by the variable
vovpreenpt (ti meout, saf ej obcontrol ). Thedefault valueis 30s. The valid range is between 1sand 2m, and it is
silently enforced.

Failed Preemption, Job-to-Watch Timeout

If ajob cannot be preempted, it is put into a"jobs-to-watch" list for the time specified by
vovpr eenpt (ti meout, j obst owat ch) . The default value is 30m.
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Start the Preemption Rule Compiler Daemon vovpreemptd

[E/ Note: Thefollowing commands must be executed on the host where the vovserver is running.

The daemon vovpr eenpt d can be started or stopped using vovdaenonngr .

% vovdaenonngr start vovpreenptd
% vovdaenonngr stop vovpreenptd

For debugging, it can be useful to start the daemon in the foreground.
% cd “vovserverdir -p vovpreenptd

% vovpreenptd -v -v

[E Note: When anew instance of the preemption daemon is started, the previously running instance is automatically
terminated.

Automatically Start the Preemption Daemon

[E Note: If autostart scripts are not yet in use, it may be necessary to create the autostart directory as a subdirectory of
the. swd for Accelerator.

To start the preemption daemon when the server is started, add the following executable script to the Autostart Directory for

Accelerator. It is expected that the | nr enove command is available in the path.

% cd “vovserverdir -p autostart’
% cp $VOVDI R/ et c/ aut ostart/vovpreenptd. csh .

vovpreemptd

Main preemption daemon, based on the C++ implementation of preemption.

vovpreenptd: Usage Message

DESCRI PTI ON:
Mai n Preenpti on Daenbn, based on the C++ inpl enentation
of preenption.

USAGE
% vovpreenptd [ OPTI ONS]
OPTI ONS:
-h -- This help
-V -- Increase verbhosity
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-n -- Normal (no-op)

EXAMPLES:
% vovpreenptd -h
% vovpr eenpt d
% vovpreenptd -n
% vovpreenptd -v -v

usage nessage
normal start

sane as above
for debuggi ng
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Manual Preemption

Manual preemption can be used in addition to or instead of automatic preemption.

In automatic preemption, the preemptable jobs are identified by vovpr eenpt d; however, in manua preemption, the ID of the
preemptable job is required withthenc pr eenpt command.

It is sometimes advantageous to manually preempt ajob. For example, the licenses are available, but al the CPU slots are taken by
other jobs and an important job must run now. Preempting ajob can only be applied by the owner of the job or by having ADMIN
privileges.

A job can be submitted with very high priority, such ashi gh or t op. Later, if needed, arunning job can be preempted with nc
preenpt | obl dif the highlevel job iswaiting in the queue.

Unless the method is specified with the -method, manual preemption uses the configured preemption method for the resources
held by the preempted jobs, which is the same as applied for automatic preemption. The preemption method is defined in the
configuration file for the automatic preemption daemon. See Automatically Start the Preemption Daemon for the location of this
file.

Examples:

% nc preenpt 34567
% nc preenpt -nmanual resune 45678

Manual Preemption with Manual Resumption

In normal preemption, the preempted job is suspended and another job, called the resumer job, is created. The resumer job is
scheduled to be executed as soon as the required licenses become available.

% nc preenpt 12345
### No need to call nc resune

With the option -manualresume of nc pr eenpt , the resumer job is created but not scheduled. To schedul e the resumer job, use
nc resune.

% nc preenpt -nmanual resune 12345
# ... later, you have to renenber to resune the job...
% nc resune 12345

nc preempt
Preempt the specified running jobs.

vnc: Usage Message

NC PREEMPT:
Preenpt the specified running jobs.
Preenption neans that:
1. The job is stopped or suspended (dependi ng on nethod and age)
2. The resources of the job are revoked
3. |If needed, a 'resuner job' is scheduled to
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restart the job as soon as the revoked
resources are again avail abl e.

If a job is not

USAGE:
% nc

OPTI ONS:
-h
-V

pr eenpt

runni ng,

an error is reported.

[ OPTI ONS] <jobld> ...

- met hod METHOD

- manual r esune

-resuneres RESLI ST

EXAVPLES:

% nc
% nc

% nc
% nc
% nc
% nc

% nc
% nc
% nc
% . .
% nc

Options

Most of the options are explained by the summaries in the brief usage output shown above. The - v option enables printing of

pr eenpt
pr eenpt

pr eenpt
pr eenpt
pr eenpt
pr eenpt

pr eenpt
pr eenpt
pr eenpt

resune

123456

-v 123456

Thi s hel p.
I ncrease verbosity.

Speci fy preenption nethod. Default is AUTOVATI C.

Conmmon val ues:

AUTOVATI C, KILL, KILL+RESUBM T, SUSPEND,
S| GTSTP+SUSPEND

O her val ues and exanpl e of preenption plans
(see docs): MODELSIM BEG N: RETRACI NG EXT,
TSTP, vish.

Bad val ues are currently ignored.

The resunmer job is not schedul ed;

A 'nc resune' is required to restart the
preenpt ed j ob.

Specify resources to be added to the
resuner job. The resources are expanded.
Exanpl es:

@HOST@ RAM @RAM@

@PROP. SCLUTI ON@

Any job field can be used, but here are
sonme conmon fields that can be useful:

@ ASKERNAVE@

GVRAM@ GHWCORES@ @HVWPERCENT @ @HWSLOTS@

-met hod Sl GTSTP 123456

-met hod KILL+RESUBM T 123456

-met hod BEG N: RETRACI NG EXT, TSTP, vi sh 123456
03076307 03076311 03076315

-manual resune 123456
-manual resune -resuneres @ROP. SOLUTI ON@ 123456
-manual resune -resuneres " @HOST@ RAM @QVAXRAM@ 123456

123456

additional messages that may be helpful in troubleshooting.

The - met hod option may be used to specify the preemption method used to revoke the resources of the preempted jobs. This
overrides any method in the configuration file. This option may be helpful in troubleshooting. The- | optionis handy to get alist
of known preemption methods. The names of the methods are case-sensitive.

Only userswith the Altair Accelerator ADMIN privilege or the owner of the preempted job can run this command.
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Preempting Tokens

There are families of tools that use different numbers of tokens per license. The number of tokens used depends on the application.
For example, the family Cadence Multi-Mode simulators contains tools such as Spectre, AMS, and UltraSim, using 1, 2, and 6
tokens respectively. These families of tools require special attention when configuring preemption.

In the following examples, it is assumed there are eight groups of users (My1, ..., My8) competing for the tokens, represented
by the resource map My Tokens. It isalso assumed that the jobs are assigned to different jobclasses: spect r e, ans, and
ultrasim

Three types of preemption will be set up:

« Based on priority, restricted to jobs belonging to the same user
e Based on ownership

< Based on avoiding starvation of multi-token jobs by reserving tokens

Priority-based Preemption for Tokens

Inthisrule, ahigh priority job is allowed to preempt alow priority job that isin the same jobclass and is owned by the same user.
The preempting jobs need to be waiting for the My Tokens resource. Jobs younger than 20 seconds are killed and resubmitted;
they are not suspended or resumed.

# Fragnent of vnc.swd/ vovpreenptd/ config.tcl
VovPreenpt Rul e -rul enane MyPri SaneUser \
-preenpting "priority>=8"\
-wai tingfor MyTokens \
-preenpt abl e "j obcl ass==@OBCLASS@ user ==@JISER@ pri ority<4" \
-killage 20 \
- pool contract: My

The only difference between the preemption on tokens and the preemption on regular license is the use of the pool
contract: My. Thispool isused for the rules based on Ownership, which is described in the following section. In agiven
preemption cycle, the ownership rules will not fireif the MyPr i SanmeUser Kruleisfired.

Avoid Starvation for Tokens

With mixed workloads of spect r e and ul t r asi mjobs, it isdifficult for an ul t r asi mjob to be scheduled. It is aso difficult
for six tokensto be available at the sametime, asspect r e jobswill likely take all the tokens as the tokens become available.
This starvation for the ul t r asi mjobs can be prevented by reserving tokens for theul t r asi mjobs as described in the
following example.

In thisexample, for jobsintheul t r asi mclass, if ajob that has at least normal priority and has been waiting for more than 2
minutes, 6 tokens are reserved for the top job for a period of 1 minute. Asthis reservation isrenewed at every cycle, the reservation
period does not need to be long. A subordinate rule in the same pool takes care of the jobsin the ans class.

5 Note
» Theresource reservations for a specific job are automatically dismissed when the job is no longer in the queue
because it is either dispatched or descheduled.

e Itisnot necessary to specify the resources to be reserved, asthat is automatically computed.
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The same pool, My: r eser ve, isused for both ul t r asi mand ans. Thisisto not have both rulesto fire in each cycle. Having
reserved tokens for theul t r asi mjobs, it is not desirable to also reserve tokens for ans, asans would likely prevail.

# Fragment of vnc.swd/vovpreenptd/ config.tcl
VovPreenpt Rul e -rul enane MyAnti StarvationU trasim\
-preenpting "jobclass==ultrasimpriority>=4" \
- bucketage "2ni \
-nmet hod " RESERVE" \
-reservetine 1m -reservenum 6 \
-pool "My:reserve"

VovPreenpt Rul e -rul enane MyAnti Starvati onAns \
-preenpting "jobclass==ans priority>=4" \
- bucketage "2ni \
-met hod "RESERVE" \
-reservetine 1m-reservenum 2 \
-pool "M:reserve"
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Remove Licenses from a Preempted Job

The utility vovI nr enove is used to release license resources from a suspended job. This utility is normally called automatically
by the preemption code; it can aso be called from the command line. The usage is simple: pass the VVovld of the jobs from which
to release the license resources, as shown below.

% vovl nrenove 00012345 00012355

The selection of utility calls| nr erove, r| nt enpve, or vl nr enove, isrelated to the licenses that currently match to the job.

Utility Related License
Imremove FlexNet Publisher license
vimremove License emulation

Automatic Call of vovimremove for Suspended Jobs

The utility vovI nr enove is automatically called by vovserver when a preempted job isin the SUSPENDED state and matches
some existing license handles. The utility attemptsto free up the handles that match. This functionality is called with a frequency

controlled by the parameter pr eenpt i onResour ceRel ease, which defaults to 90 seconds. This functionality can be disabled
by setting this parameter to 0.

The utility vovI nr enove is called during the following conditions:

e A job has been preempted at least 60 seconds before and is currently in the SUSPENDED state (system controlled).
* Thejob does not have the property DONOTL MREMOVE (user or system controlled).

vovimremove

This utility removes all the license features associated with the given job.

vovl ntenove: Usage Message

USAGE:
% vovl nrenpove [ OPTI ONS] <jobld> ...

This utility renoves all the license features associated with the given job.
It uses 'Inrenove’ for FLEXI mlicenses.

It uses 'rlnrenove’ for licenses that use a tag containing RLM

It also works with Altair Engineering |license emulation using 'vlnrenove'.

Due to FLEXI m behavior, it is possible and expected for Inrenove to fail if
it is called too early (typically 2 mnutes after a checkout has occurred).
In such cases, vovl nrenove should be retried after adequate tinme has passed.

OPTI ONS:
-h Print this hel p nmessage.
-V I ncrease verbosity

- prop Add a property called "PREEMPT LMREMOVE" to the job to descri be what
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has been done.

EXAMPLES:
% vovl nrenpve 00012345
% vovl ntrenpve 00012345 00022334
% vovl nrenpve -v 00012345
% vovl nt enbve -prop 00012345
% vovl ntr enbve -h

Note
vovl nt enpove uses| nr enpve for FlexNet Publisher licenses. It usesr | nr enbve for licenses that use atag containing RLM.
It also works with Altair Engineering license emulation using vl nT enove.

Because of the FlexNet Publisher behavior, it is possible and normal for | nr enpve to fail if it is called too early (typically before
2 minutes after a checkout). In such case, you can try to run vovl nr enove again abit later.
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Resour ce M anagement

Altair Accelerator includes a subsystem for managing computing resources. This allows the design team to factor in various
constraints regarding hardware and software resources, as well as site policy constraints.

This mechanism is based on the following:
* Resources required by jobs
* Resources offered by taskers
» Resource maps, asdescribed inthefiler esour ces. t cl

There are several types of resources, which are listed below:

Resour cetype Representation Explanation

Job Resources name A resource required by ajob. If the quantity is not shown, the
default is 1; "unix" is the same as "unix#1".

Uncountable Resources (also nane These resources represent attributes of atasker that are not

called Attributes) countable. For example, atasker may have attributes such
as"unix" or "linux". The quantity is not shown for these
resources and it defaultsto MAXINT; "unix" is equivalent to
"Unix#MAXINT".

Quantitative Resources name#quantity Example: The resource RAMTOTAL#2014 on atasker
indicates the total amount of RAM on that machine. On a
job, it says that the job requires at least the shown amount of
RAMTOTAL.

Consumable Resources nane/ quantity Example: RAM/500 assigned to ajob indicates that the job
consumes 500 MB of the consumable resources RAM.

Negated Resources I nanme Example: "unix !linux" on ajob indicates that the job requires a
UNIX machine but not a Linux one.

The definition of the quantity is related to the context of the resource. If the context is atasker, quantity represents how much of
that resource is available from the tasker. If the context is ajob, quality represents how much of that resourceis required by the job.

Note: Negated resources are allowed only for the context of ajob.

=

The unit of measure is determined by convention for each resource. For example, the resource RAMTOTAL is measured in MB. By
default, quantity is assumed to be 1; the notation f 00 isequivalent to f oo#1.
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A resourceslist is a space-separated list of resources, which are typical resources offered by the taskers. The following example
indicates that ajob requires at least 128 MB of RAM and a UNIX host, but not a Linux host.

RAMIOTAL#128 uni x !l i nux

A resources expression is a space separated list of resources and operators: typical resources requested by the jobs or mapped in
the resource map set. Operators can be one of the following: <bl ank space>, &, |, OR, AND, ! , and NOT. The operators are
defined in the table below.

Note: Logical AND has precedence over logical OR operations.

L=F

Operator Description

<bl ank space> implicit logical AND

& explicit logical AND
AND explicit logical AND

| explicit logical OR

OR explicit logical OR

! explicit logical negation
NOT explicit logical negation

For example, ajob may have the following resource regquirements:

RAMIOTAL#128 uni x !'linux | RAMIOTAL#512 & |i nux

Thisjob requires either a UNIX host with at least 128 MB of RAM, but not al i nux host or aLinux host with at least 512MB of
RAM.

Alsoin this Section

Har dwar e Resour ces

All taskers offer a predefined set of hardware resources that can be requested by jobs.

All taskers offer a predefined set of hardware resources that can be requested by jobs. These resources are listed in the following
table.

Hardwar e Resour ce Type Description

ARCH STRING The VOV architecture of the machine, for
example "linux64", "win64", "armv8"
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Hardwar e Resour ce Type Description
CORES INTEGER Consumabl e resource: the number of

logical CPUs/processors used by ajob.

CORESUSED INTEGER The total number of cores used by the
running jobs. It is assumed that each job
uses at least one core.

CLOCK INTEGER The CPU-clock of at least one of the
CPUs on the machine in MHz. If the
machine allows frequency stepping, this
number can be smaller than expected.

GROUP STRING The tasker group for this tasker. Each
tasker can belong to only one tasker
group.

HOST STRING The name of the host on which the tasker

isrunning. Typicaly thisisthe value you
get withunanme - n, except only the
first component is taken and converted to
lowercase, so that if uname - n returns
Lnx0123. ny. conpany. comthe
value of thisfield will bel nx0123.

LOADEFF REAL The effective load on the machine,
including the self-induced load caused by
jobs that just started or finished.

L1 REAL On UNIX, the load average in the last one
minute.

L5 REAL On UNIX, the load average in the last
five minutes.

L15 REAL On UNIX, the load average in the last

fifteen minutes.
MACHINE STRING Typically the output of uname - m

MAXNUMACORES INTEGER Highest total number of NUMA coresin
asingle NUMA node.

MAXNUMACORESFREE INTEGER Highest number of free coresin asingle
NUMA node. Note that free NUMA
cores are correctly accounted for only
if the user specified -jpp pack or -jpp
spread for al jobs on the tasker.
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Hardwar e Resour ce

NAME

oS

OSCLASS

OSVERSION

OSRELEASE

PERCENT

POWER

RAMFREE

RAMTOTAL

RAMUSED

RELEASE

SLOT

Type
STRING

STRING

STRING

STRING

STRING

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

STRING

INTEGER
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Description
The name of the tasker.

The name of the operating system:
"Linux" or "Windows".

Thiscan beuni x or wi ndows.

The version of the OS. On Linux, this can
usualy befoundin/ et c/ system
rel ease.

Typically the output of uname -r.

Consumable resource: The percentage of
the machine that is still available.

The effective power of the tasker, after
accounting for both raw power and the
effective load.

A consumable resource expressing the
remaining RAM available to run job:
RAMTOTAL-RAMUSED, in MB.

The amount of RAM availableto run
other jobs. This metric comes from the
OS, and on linux it includes both free
memory and buffers. In MB.

The total amount of RAM available on
the machine, in MB.

The aggregate quantity of RAM used by
al jobs currently running on the tasker,
in MB. For each job, the amount of RAM
is calculated as the maximum of the
requested RAM resource (REQRAM)
and the actual RAM usage of the job
(CURRAM).

On Linux machines, this is the output
of | sb_rel ease -i sr,with spaces
replaced by dashes. For example,

Cent 0S-6. 2

A consumable resource indicating how
many more jobs can be run on the tasker.
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Hardwar e Resour ce
SLOTS

SLOTSUSED

STATUS

SWAP

SWAPFREE

SWAPTOTAL

TASKERNAME
TASKERHOST

TIMELEFT

TMP

USER

VOVVERSION

Request Har dwar e Resour ces
Each job can request hardware resources.

=

Type
INTEGER

INTEGER

ENUMERATED TYPE

INTEGER

INTEGER

INTEGER

STRING
STRING

INTEGER

INTEGER

STRING

STRING

p.190

Description
Sameas SLOT

Corresponding to the number of jobs
running on the tasker.

Possible values are BLACKHOLE,

BUSY, DEAD, DONE, FULL, OVRLD,
NOLI C, NOSLOT OK, PAUSED, READY,
REQUESTED, SI CK, SUSP, WARN,
VRKNG

A consumable resource. The swap space
in MB.

The amount of free swap.

Total about of swap configured on the
machine.

Same as NAME
Same as HOST

The number of seconds before the tasker
is expected to exit or to suspend. This
valueis always checked against the
expected duration of ajob.

On UNIX, free disk space in /tmp, in MB.

The user who started the vovtasker
server, which isusually the same user
account associated with the vovserver
process.

The version of the vovtasker binary (such
as'2015.03)).

Note: The consumable resources are CORES, CPUS, PERCENT, RAM SLOT, SLOTS, and SWAP.

* To reguest a machine with the name bi son, request NAME=Dbi son. To request any linux64 machine, request

ARCH=I i nux64.

Proprietary Information of Altair Engineering
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« Consumable resources are added together. For example-r CORES/ 2 CORES/ 4 CORES/ 6 isarequest for atotal of 12

cores.

< If redundant resources are specified, the largest value will be taken. For example, if - r RAMITOTAL#2000
RAMTOTAL#4000 is specified then RAM(TOTAL4000 will be the resource that is used.

Request examples are listed in the following table:

Request Objective

A specific tasker

Not on bison

One of two taskers

A preference: bison, if it is available; otherwise, cheetah
A specific architecture, such as Linux

A specific tasker group, such as prodLnx
2 GB of RAM

Two cores

Two slots

Exclusive access to amachine

1 minute load less than 3.0

Wildcard Tasker Resources

Syntax for the Request
NAME=Dbi son

NAME! =bi son

NAME=Dbi son, cheet ah
( NAME=bi son OR NAME=cheet ah)
ARCH=I i nux
GROUP=pr odLnx

RAM 2000

CORES/ 2

SLOTS/ 2

PERCENT/ 100

L1<3.0

A tasker can also offer resources that contain awildcard. Thewildcard is ™' and can be used instead of the name or the type. Legal

values for wildcard resources are:

Wildcard

*:hsim

License:*

Proprietary Information of Altair Engineering

Description

Matches all resources that have no type
Matches all resources

Matches all resources with name "hsim"

Matches all resources of type "License"
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Wildcard Description
JobType:* Matches all resources of type "JobType"

These resources are particularly useful for indirect taskers, which are used to transfer jobs from FlowTracer to Accelerator.

Resource Mapping

Asthe vovservers determines which tasker is most suited to execute a particular job, it performs a mapping of the job resources,
followed by a matching of the mapped resources.

When dispatching ajob, the vovservers does the following:
» Getsthelist of resources required by ajob.
» Appends the resource associated with the priority level, suichasPri ori t y: nor nmal .

o If it exists, it appends the resource associated with the name of the tool used in the job (reminder: the tool of a command
isthetail of the first command argument after the wrappers). The tool resource hastype Tool and looks like this:
Tool : t ool nane.

¢ Appends the resource associated with the owner of the job, such asUser : j ohn.
« Appends the resource associated with the group of thejob, suchas Gr oup: ti me_r egr essi on.
» Expands any special resource, i.e. any resource that startswith a"$".

» For each resourcein the list, the vovserverslooks for it in the resource maps. If the resource map is found and there is enough
of it, that is, the resource is available, the vovservers maps the resource. This step is repeated until one of the following
conditionsis met:

# Theresourceis not available. In this case, the job cannot be dispatched and is left in the job queue.
# A cycleinthe mapping is detected; in this case the job cannot be dispatched at all and is removed from the job queue.
# Theresourceis not in the resource map.

* VOV appends the resource associated with the expected job duration to the final resource list. For example, if thejob is
expected to take 32 seconds, the resource TI MELEFT#32 will be appended.

» Finaly, the vovservers compares the resulting resource list with the resource list of each tasker. If thereis amatch - all
resources in the list are offered by the tasker - the tasker is labeled as eligible. If thereis no eligible tasker, the job cannot be
dispatched at thistime and remains in the queue; otherwise, the server selects the eligible tasker with the greatest effective
power.

L ocal Resource Maps
Resource maps can be designated as local, using thel ocal flag.

I Important: Thisflagis only available and supported for a FlowTracer installation, utilizing vovwxd and an LSF
interface.

Resource maps designated as local will be managed on the "loca" (FT) side of the vovwxd connection instead of the normal case
where resource specifications are expected to be managed on the base queue side.
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For example, to limit jobs to running 5 at atime from a specific FlowTracer project, do the following:

1. Enablelocal resourceswithr un: vovserverngr configure vovwxd. | ocal resources 1

Note: Alternatively, you can add the following to the pol i cy. t cl file:

[

set config(vovwxd. | ocal resources) 1

2. Createthelocal resource.

a. Runvovresourcengr set nylocallint -max 5 -1 ocal

Note: Alternatively, you can add the following to ther esour ce. t ¢l file

L=F

vt k_resourcmap_set nylocallimt -total 5 -Iocal

Thisresultsin limiting running jobs with the local resource myl ocal | i mi t to amaximum of 5 jobs at atime.

For example, FDL to use alocal resource named "mylocallimit:

R nyl ocal I'init

J vov /bin/sleep O

Limitations on the number of Resour ce Expressions

While the number of OR expressions allowed in ajob resource request is limited and controlled by a policy setting, the number of
AND expressions including plain expressions without an explicit AND, also haslimits.

The scheduler evaluates the resource expressions counting them as it goes. For example alist of 4 separate resource requests
(without maps) will result in amax count of 7; 4 from the explicit resource requests and 3 from the automatically added resources
(Group, Priority and User). Traversal into a resource map increments the count and a return from a resource map restores the count
to value prior to the traversal into the map.

During this traversal, OR operators are recorded and used to influence scheduler operation. The count represents the cumulative
depth of the resources. Whenever the count exceeds 30, any traversal that increases the depth is curtailed. Thisis done silently.

Any OR operators that occur at a depth deeper than 30 are ignored and those scheduling solution are effectively ignored by the
scheduler resulting in unexpected behavior.

Large numbers of resource expressions do impact scheduler performance. The general guidanceis to keep the explicit resource
expressions to fewer than 8 including any mapped ones.

For applications that need a much larger number and where the depth may exceed the 30 limit, it is recommended to place the
OR operators early in the resource requests (for example, the left hand side) and to place large numbers of ANDed resource into a
resource map.
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Resour ces Representing the Sum of Others

The procedurevt k_r esour cemap_sumis used to define a resource map as the sum of other resource maps. It takes two
arguments:

e The name of the resource map
« Thelist of the resource components

For example, suppose you have aresource map called Li cense: a and another called Li cense: b. You can create asum
resource called Li cense: sumusing:

# This code fragnent typically goes into resources.tcl
vt k_resourcemap_sum Li cense:sum [l i st License:a License:Db]

Thisresultsin aresource Li cense: sumdefined as follows:

# This is the result of using vtk _resourcemap_sum. ..
vtk_resourcemap_set License:sum -nmax [expr $ga+$gb] -nmap "License:a OR License:b"

## ... or this map if you activate "comms" (see Commas vs. ORs in

Resources) .
vtk resourcemap set License:sum -max [expr $ga+$gb] -map "License: a, Li cense: b"

Where ga and gb are the current max valuesfor Li cense: a and Li cense: b respectively. The sums are recomputed by
vovr esour ced about once aminute, or by Allocator every 30 seconds.

Commasyvs. ORsin Resources

Motivation for Commas

For various reasons, the current Accelerator scheduler suffers from an growth of complexity depending on the number of OR'sin a
resources expression. For example, this expression has 2 ORs:

"( License:A OR License:B OR License:C ) RAM 200"

Practical considerations limit the allowed number of ORs to about 20. However, in many cases, you do not need to use the
expensive OR when instead we are trying to request any resource in alist of resources. For this purpose, thereis the "comma
operator”, and the equivalent expression above can be rewritten as:

"Li cense: A, Li cense: B, Li cense: C RAM 200"

The scheduler will pick any one of Li cense: A, Li cense: Bor Li cense: C, inthat order. Such expression is much cheaper to
compute.

As of version 2016.09u15, full support of this comma operator is offered.
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Activation of Commasin vovresour ced

To activate the use of commas in resource expressionsin vovr esour ced, add the following setting in the config file (either
resources.tcl orvovresourced/config.tcl)

# Add this to vovresourced/config.tcl
set RESD(useCommas) 1

Activation of Commasin Allocator

For the time being, the use of commas to represent groups of resourcesis activated by setting the environment variable
VOV_USE COMMAS IN_MAPSto 1 when calling vt kl anc. Thisis most easily accomplished by setting the variable in the
set up. t cl fileand restarting the taskers.

# Set this in | a. swd/ set up. t cl
setenv VOV_USE COWAS | N MAPS 1

It is expected that finer control for thiswill be provided in future versions of Allocator.

Automatic Resource Limits

Theresources of type Li mi t aretreated specially by VOV. When ajob is created or submitted, if the name of the job resource
contains one or more of these tokens QUSER@ @EROUP@ @ OBCLASS@ @ OBPRQJ @ then each token is replaced by the value
of the corresponding field for the job. The resource map with the token is called the symbolic limit while the derived resource map
is called the specific limit.

For example, if user "john" submits ajob with the resourcesLi ni t : abc_ @QUSER@ the following happens:
e Theresource requirement for the job ischanged sothat Li mi t : abc_ @QUSER@is replaced with Li mi t : abc_j ohn

* A new resourcemap calledLi mi t: abc_j ohn iscreated. This resource map will be assigned a maximum amount equal to
the maximum of the resource map called Li mi t : abc_ @QUSER@ if such resource map exists, or just 1 if the resource does
not exist.

To use the automatic limit resources, the admin needs to create the symbolic resource. For example:

# In resources.tcl
vtk _resourcenap_set Linmt:queue_nornmal @QISER@ 10

To change the value of all limits derived from a symbolic limit, you should use the procedure

vt k_resourcemap_set _|init.Thisprocedure normally setsall derived limitsto the same new value, but it also allows
the specification of different limits for selected users or the reduction of specific limits based on the out-of-queue usage of a given
license.

# Exanple 1. set all derived |linmts to 15:
vtk _resourcemap_set limt Limt:queue_nornmal @SER@ 15

# Exanple 2: set all derived limts to 15, with a few exceptions:
vtk resourcenmap _set limt Limt:queue _normal @QSER@ 15 -special {
Limt:queue_normal nmary 20
Li m t: queue_normal _john 3
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# Exanple 3: set all derived limts to 15, but consider out-of-queue usage

# Since this Iimt changes over tinme, we put it inside a TIMEVAR
# procedure, so it is conputed once every mnute.
TI MEVAR hsi m ooq ({

default {

vtk _resourcenmap_set limt Limt:queue_hsim @QSER@ 15 -o0o0q License: hsim

}

Resour ce Daemon Configuration

vovresour ced

Table 1:

Working directory vnc. swd/ vovr esour ced

Config file vnc. swd/ vovr esour ced/ resour ces. t cl
Auxiliary config file $VOVDI R/ | ocal / resources. t cl

Infofile vnc. swd/ vovr esour ced/ resour ced. pi d

The daemon vovr esour ced isthe main agent that defines the resources of the vovservers. The configuration fileis
resour ces. t cl , whichislocated in the server configuration directory. This file defines which resources are to be used by the
server by calling the procedurevt k_r esour cemap_set . Examples are availableinthevnc. swd/ r esour ces. t cl file

The proceduresvt k_f | exI m noni t or andvt k_f | ex]I m_nonitor_al | areused to defineresourcesthat are

derived from licenses. If ther esour ces. t ¢l filecalsfor monitoring FlexNet Publisher features with the command

vt k_fl exI m noni t or, or when Monitor receives notification of an event from LICMON, vovr esour ced then retrieves the
information about the event. Refer tothevnc. swd/ r esour ces. t ¢l filefor examples.

Refresh Rate

The frequency of the checks can be configured inther esour ces. t ¢l fileas shown below:

set RESD(refresh) 10000; #Set refresh time to 10,000 nilliseconds.

Starting vovr esour ced

The program vovr esour ced ishormally started automatically by the server. vovr esour ced can aso be invoked manually
from any directory. After reading the vovr esour ced configuration file, vovr esour ced then reads the auxiliary configuration
file$VOVDI R/ | ocal / resources. t cl (if theauxiliary file has been created). When ther esour ces. t ¢l fileischanged,
thevovr esour ced daemon is restarted with the following commands:

% vovproj ect reread ; # Generic nmethod for any vovserver.
% nc cnmd vovproject reread ; # Specific for Accel erator.
% ncngr reset ; # Specific for Accelerator.

/\ ALTAIR

Proprietary Information of Altair Engineering



Altair Accelerator 2024.1.1

Altair Accelerator Administrator Guide

p.197

M anage Resour ces with the CL |

vovr esour cengr isautility for managing VOV resource maps. It may be used to create, modify, forget, and reserve resource

maps.

Resouce map names support most of the ASCII characters except # /

recommended.

vovresourcengr:

=. Using alphanumeric charactersis strongly

Usage Message

USAGE:
% vovr esour cengr COVMAND [ opti ons]
COMVAND i s one of:
show Show sunmary i nfo about all resource maps
show [RL..RN] Show info about specified resource map(s)
mat ches RESMAP Show | i cense mat ching info
00(q RESVAP Show out of queue |icense handl es
create RESMAP map- options
Create a new resource nap
set RESVAP map- opti ons
Create a new or nodify an existing resource map
reserve RESMAP TYPE WHO HOAWWANY HOANLONG VHY [ - excl usi ve]
Pl ace a reservation on a resource map
forget [-force] R1 [R2..RN|
Renove resource map(s) fromthe system
MAP- OPTI ONS:
-expire specify expiration (tinespec) relative to now
- max speci fy quantity
- map specify map-to val ue
-rank speci fy rank when setting
-noooq do not track out-of-queue
-local specify that this is a |local resource (when using vovwxd)
For reserve, TYPE is one of: USER, GROUP, JOBCLASS, JOBPRQJ, JOBI D.
EXAMPLES:

% vovresour cengr
% vovr esour cengr
% vovr esour cengr
% vovresour cengr
% vovresour cengr
% vovr esour cengr
% vovr esour cengr
% vovresour cengr
% vovresour cengr
% vovr esour cengr
% vovr esour cengr

show
show Limt:abc
mat ches Limt: abc

create License:spice -nax 8

set License:spice -max 10

set License:spice -map "Policy: spice"

00q License: spice

reserve License:spice USER john,jane 3 3d
reserve License:spice USER bill 1 1w "" -exclusive
forget License:spice

forget -force License:spice

[E Note: Thevovresour cengr utility command connects to and acts on the VOV project enabled in the shell
whereit islaunched. To act on Accelerator, usevovpr oj ect enabl e vnc, or precedeit withnc cnd as
shown in the examples below.
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Dynamic Resource Map Configuration

Persistent resource maps are defined in ther esour ces. t ¢l configuration file for a project. Thevovr esour cengr command
is useful to make changes to the resource maps on the fly.

[E Note: Unlike resource maps defined inr esour ces. t cl , changes made with vovr esour cengr do not persist
across restarts of vovserver.

Thecr eat e command checks for existence of the named resource map and exits with amessage if it already exists. The set
command will create or replace an existing resource map with the given values with no confirmation.

The following example creates a new resource map named Li ni t : spi ce, which is created with a quantity of 10 and an empty
map-to value.

% nc cnd vovresourcengr set License:spice -nmax 10

Resource Map Reservation

Following is an example of using vovr esour cengr to place areservation on aresource map. In this case, two of the resource
maps caled Li cense: spi ce arereserved for user j ohn for an interval of 4 hours. The resource map reservation will
automatically expire after 4 hours.

% nc cnd vovresourcengr reserve License:spice USER john 2 4h "library char"

Workaround for Misspelled Resour ce

Sometimes users submit jobs to Accelerator that request nonexistent resources, which causes the jobs to be queued indefinitely.
Such jobs can be made to run by creating the missing resource, or by modifying the jobs to request the correct resources. The
following example creates four temporary Li cense: sspi ce resources that are mapped to the correct Li cense: spi ce
resource. Li cense: sspi ce isanincorrect request - that resource does not exist. A temporary resource is created with that name
that will be mapped to the correct resource, Li cense: spi ce

% nc cnd vovresourcengr create License:sspice -max 4 "License: spice"

For getting Unneeded Resour ce M aps

Continuing the above example - the temporary resource map may be removed after the malformed jobs have run. Or, you can just
let it expire.

=] Note: Thereis no confirmation; the command actsimmediately.

L=l

% nc cnd vovresourcengr forget License:sspice

Reconciliation Daemon Configuration

Summary information for vovr econci | ed:
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Working directory vnc. swd/ vovr econci | ed
Config file vnc. swd/ vovreconci | ed/ config.tcl

The daemon vovr econci | ed periodically checksal running jobs and looks for resources that are either "Requested/Not
Used" or "Not Requested/Used". When the daemon is reasonably sure about the resource mismatch, it will reconcile the grabbed
resources list for the running jobs by calling vt k_r esour cemap_change_gr ab.

vovreconci | ed: Usage Message

DESCRI PTI ON:
vovreconciled is a daenon that detects "requested/ not used"
resources for running jobs and renpves them fromthe
"grabbed resources” |ist after a certain anmount of tineg,
cal l ed "Revocati onDel ay"

The RevocationDelay is set to the snallest val ue
found in the follow ng pl aces:

1. The property AGCGRESSI VE_SCHEDULI NG_DELAY

(ol d) attached to the job class object, if defined
2. The property REVOKE DELAY

(new) attached to the job class object, if defined
3. The property REVOKE_DELAY

attached to the resourceMap, if defined
4. The val ue of RESD(revokeDel ay), if defined.

NO revocation is perfornmed if any of the follow ng are true
If RevocationDelay < 1

I f RevocationDelay > 10000000

(or 115d17h)

If the resource is not derived froman external |icense.
If the resource type is not "License" or a |legal nenber
of License

I f the nunber of revocations for a license on a job >
$RESD( maxRevokes) =50

I f the CHANGEGRAB property exceeds RESD(naxProplLengt h)
The job is younger than the RESD(revokeDel ay)

Ney @ 8 P

The config.tcl file nmust exist but it can be enpty.
The config file allows the user to set sone additional options

RESD( maxRevokes) N N is the nmaxi num nunber of tines a license on a
job can be revoked. Default is 50
To see the nunber of tinmes a specific |license has
been revoked for a given job, viewthe
REVCNT_<I i cense> property that will exist on the
job, where <license> is the nanme of the specific
Iicense of interest.

RESD( maxPropLength) N N is the nunber of characters the CHANGEGRAB
property can be. Default 130000

RESD( enai | Ski ps) N 1 enables/0 disables enmailing the job owner and
optionally admns that a |license could have been
revoked but was not, because the maxi mum nunber
of revoke was reached or the CHANGEGRAB property
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is too long. Default 1
RESD( adm nEmai | s) S A conma-separated string of userld' s that are sent
emai | s on skips. Default ""

RESD( r evokeDel ay) T nunber of seconds a job nust be running before it
can be considered to have a |license revoked.
Def aul t 10000000 seconds or 115d17h
RESD( | oopTi ne) T How often to run the check on all jobs.
Default 30 seconds
RESD(t ypelLi st) S A space separated list of license types that wll
be handl ed by vovreconciled. Default is {License}.
The types Limt, Policy, User, Goup and Priority
are not supported and will be ignored. The type
License will be added if not specified.
OPTI ONS:
-V -- I ncrease verbosity.
-h -- Show this help.
-l oop <TI MESPEC> -- Default 30s
-inert -- Run in inert node where nothing changes
for the job.
EXAMPLES:

% vovr econci | ed

% vovreconciled -h

% vovreconcil ed -1oop 2m
% vovreconciled -v

vovr econciled Oper ations
This daemon, if activated, runs continuously and checks all running jobs every 30 seconds. It looks at running jobs whose ageis
greater than the RESD( r evokeDel ay) or from the most recent resumption. If one of such jobs has an RNU resource (Requested
but Not Used) for longer than a certain reconciliation time (Treconcile), then the job is flagged for reconciliation. If the condition
persists for 3 consecutive cycles, then the resource is removed from the list of grabbed resources for the job.
The reconciliation time Treconcile is computed as the list of:

* Thevalue of the property REVOKE _DELAY attached to the resource map (a TIMESPEC)

« Thevalue of the property REVOKE DELAY attached to the jobclass (a TIMESPEC)

e Thevaue of RESD( r evokeDel ay) inconfig. tcl

Later on, if ajob isfound to use a resource that was previously reconciled away, that resource is restored to the job.

Override Delays

For each running job, vovr econci | ed looks at what it can do only after a certain amount of time has el apsed from the start of
the job. Thisamount of timeiscaled REVOKE DELAY and it is defined, by default, asthe least of:

* Thevalue of the property REVOKE _DELAY in the jobclass
* Thevalue of the property REVOKE _DELAY in the resource map
e Theglobal variable RESD( r evokeDel ay)

Some customers may want to change this behavior. A possibility isto override the procedure Vov Get RevokeDel ay inthefile
confi g. t cl . Both the default implementation of this procedure as well as an example for an override are shown below:

HittH

#### DEFAULT | MPLEMENTATI ON

HHHH

proc VovCet RevokeDel ay { jobCd ass res displayMessage } {
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gl obal RESD
set revokeDel ayd d [ VovJobd assGet Property $j obC ass
AGGRESSI VE_SCHEDULI NG_DELAY 10000000]

set revokeDel ayNew [ VovJobd assGet Property $j obCl ass REVOKE DELAY

10000000]
set revokeDel ayResMap [ VovResMapGet Property $res REVCOKE_DELAY

10000000]

set revokeDel ay [ Fi ndLeast Del ay $revokeDel ayd d $revokeDel ayNew
$r evokeDel ayResMap $RESD( r evokeDel ay) ]

if { $displayMessage > 0 } {
set nsg " Fi ndLeast Del ay\ n"
append nsg "\t Aggressived ass: $revokeDel ayd d\ n"
append nsg "\t REVOKE DELAY in class: $revokeDel ayNew (jobcl ass=$j obd ass)\n"
append nsg "\t REVOKE_DELAY in ResMap: $revokeDel ayResMap (resource=$res)\n"
append nsg "\td obal : $RESD( r evokeDel ay) \ n"
append nsg "\tResult revokeDel ay: $revokeDel ay"
VovMessage $nmsg 5

}

return $revokeDel ay

fHEE

#### EXAMPLE OVERRIDE (to be inplenmented in vovreconciled/ config.tcl

S

proc VovCet RevokeDel ay { jobCd ass res displayMessage } {
gl obal RESD
set revokeDel ayC ass [ Voviobd assGet Property $j obCl ass REVOKE_DELAY 10000000]
if { $revokeDel ayd ass != 1000000 } { return $revokeDel ayd ass }

set revokeDel ayResMap [ VovResMapGCet Property $res REVOKE_DELAY 10000000]
set revokeDel ay [Fi ndLeast Del ay $revokeDel ayResVap $RESD(r evokeDel ay) ]

return $revokeDel ay

Add Resources

Generic resources are added to Altair Accelerator viathevt k_r esour cenap_set procedure call:

vt k_resourcemap_set <nanme> <quantity> [ map]

Below are two examples:

vtk _resourcemap_set nyres 2
vt k_resourcenmap_set myunlimtedres UNLI M TED

Example: Node L ocked License

In the scenario of this example, alicense does not utilize FlexNet Publisher or another dynamic license management solution, but
does require atool to run only on one specific host. In this example, thetool isspi ce, the host ispl ut o, and thelicenseis for
two concurrent instances of spice. Following are the stepsto correctly handle this constraint:
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1. Choose aname (in the form nane or t ype: namne) to represent the node locked resource (such as
Li cense: spi ce_pl ut 0) and aname to be announced to the users (such asLi cense: spi ce). Inthisway, itis
hidden to the users that the spice license is locked to a given node. Also, if thereis an upgrade to afloating license or
multiple node-locked licenses, that can be carried out without having to announce it to the users.

2. Addthefollowing linestother esour ces. t cl file

vtk _resourcenap_set License:spice UNLIM TED Li cense: spice_pluto
vt k_resourcenap_set License:spice pluto 2 pluto

% nc cnd vovproject reread
3. Letthejob declarethat it requiresthe resource Li cense: spi ce; useoption-rinnc r un asshown below:

% nc run -r License:spice -- spice -i chip.spi

L icense-based Resour ces

This section describes the Accelerator interface to Monitor, an application that monitors license servers and makes the in-use
information available to Accelerator.

Many software products in Electronic Design Automation use FlexNet Publisher licensing by Flexera or other vendor-specific
license mechanisms.

Monitor provides a centralized interface between vendors' license daemons and Accelerator. The benefits of this approach are:
» [Faster response, with reduced load on the license daemons
* Improved consistency of license in-use information
« Individual projects need not be concerned with license details
» Browser-based interface to access information about licensesin-use

Accelerator is shipped with an edition of Monitor that is licensed to monitor current license activity only, and provide that
information to Accelerator. This edition isreferred to as LM S (Monitor Small).

Monitor can also store, report, and graph historical license usage and denial activity.

[E  Note: A full Monitor license from Altair is required to enable historical and denial information.

Configuration
Refer to Installation Guide for details about installing and configuring the Monitor product.
By default, Accelerator assumes that the Monitor server is running on the same machine as the Accelerator server on port 5555,

under the VOV project name of | i cnon. If thisis not the case, the following statements will need to be placed at the top of the
resour ces. t cl filetoinform the Accelerator resource daemon of Monitor's details:

# Enabl e Accel erator to see Monitor.
# This is a security feature.
set In(ssl) true

# Fragnent of resources.tcl
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# This is the default configuration.
set LM flexl nd) |ocal host: 5555
set LM licnon) |icnon

# You may want to specify a different Monitor
# running on a different host, a different port
# with a different nane.

set LM flexlnd) someQ her Host: 25555

set LM Ilicron) |icnonTest

Accelerator usesvt k_fl exI m nmoni tor andvt k_fl ex] m nonitor_al |l statementsinitsr esources. tcl
configuration file in order to communicate with the Monitor product to obtain license utilization information.
The procedurevt k_f | exI m noni t or takesfrom one to three arguments:;

1. feature - the name of the license feature. Thisisthe name of any feature monitored by Monitor. The name may include a
specific Monitor tag. If no tag is specified, the cumulative count for all tags containing the feature will be used.

2. resource - the Accelerator resource name. If the resource name is specified, then this name is the actual resource name
used. If the resource name s not specified, the name defaults to License:<feature>.

3. map - an optional resource to which the resource should be mapped.

For example:

vt k_fl exI m_noni t or Desi gn- Conpi | er

# Pick up a specific tag for Design-Conpil er
# This maps the feature Design-Conpiler to License: Desi gn- Conpil er
vt k_fl exI m_nonitor SNPS/ Desi gn- Conpi | er

# Specify a different resource nane
vt k_fl ex]l m nonitor SNPS/ Design-Conpiler License:dc

# Additionally specify that all jobs using License:dc need to al so use
# a |linux resource.
vt k_fl ex]l m nonitor SNPS/ Design-Conpiler License:dc |inux

Asan dternative to individualy calling vt k_f | ex] m_noni t or for each feature to monitor, vt k_f | exI m noni tor _al |
can be used. The default behavior of this procedure isto create resources for al features that are known to Monitor. This procedure
has a number of options:

Table 2: vik_flexm_monitor_all Options
Option Description

- daenon host: port Specifies the host and TCP/IP port where Monitor is to be contacted to get
license dataviaHTTP. If not given, the procedure reads thei nf 0. t cl in
$VOVDI R/ . ./../licrmon/licron.swd/ vovl nd tolocate the daemon.
If the daemon cannot be located, the procedure returns 0.

-tag tag Only use features from the source having this tag. The default isto use features
from al license sources. This option may be repeated.

-tags list_of tags Same as above, only with alist of tags to be included. This option may be
repeated.
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Option Description
-1 regexp Appendsr egexp to the list of regexps evaluated for feature inclusion. If no -I

options are given, al features from the given source are included.

- X regexp Appendsr egexp tothelist of r egexps evaluated for feature exclusion. If no
-X options are given, no features are excluded.

-1t regexp Appendsr egexp tothelist of r egexps evaluated for tag inclusion. If no -1t
options are given, all tags from the given source are included.

- Xt regexp Appendsr egexp tothelist of r egexps evaluated for tag exclusion. If no -Xt
options are given, no tags are excluded.

-fproc fproc-nane Specifies the name of the user-defined Tcl filter procedure to apply to
the features. Thedefaultisvt k_flexI m nonitor _filter {tag
f eat ur e} . This procedure takes two parameters, atag and afeature name, and
returns a Boolean, where 1 means to include the feature, and 0 means to exclude
it. The default procedure aways returns 1.

-rproc rproc-nane Specifies the name of the user-defined Tcl procedure that returns the resource
map name for afeature. The default isvt k_f | ex] m_noni t or _r esnane
{tag feature}.Thisproceduretakestwo parameters, atag and afeature
name, and returns a string, which isthe VOV resource name for the feature. The
default procedure prependsLi cense: to the feature name.

- nproc nproc-nane Specifies the name of the user-defined Tcl procedure that returns the
right-hand-side of the resource map name for afeature. The default is
vt k_fl exl m nonitor_napnane {tag feature}.Thisprocedure
takes two parameters, atag and afeature name, and returns a string, which is the
right-hand-side of the VOV resource map for the feature. The default procedure
returns ", which means no mapping.

-order list_of tags This options controls the order in which multiple tags (think of "license files")
arelisted in Accelerator. This applies when there are multiple tags for the same
feature. For example, if the feature abc isin two tags, SNPS_BLR/ abc and
SNPS_US/ abc, you will get aresource map called Li cense: abc, whichis
the OR of the two resource maps associated to each feature, asin

Li cense: abc # License: SNPS US abc OR
Li cense: SNPS_BLR abc

However, it is also possible to get the following map, with inverted order of the
tags:

Li cense: abc # License: SNPS BRL abc OR
Li cense: SNPS_US abc
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Option Description

The -order option allow controlling which map will be used. For example: -
order "SNPS_BLR SNPS_US" will use SNPS_BLR before SNPS_US. The

option can be repeated multiple times.

This procedure can make getting started with license management much easier and faster. Use this procedure with caution,
especialy if it is used with any user-defined Tcl procedures. Place the procedure definitionsinther esour ces. t ¢l file and be

sure to specify the names carefully.

More examplesfor vtk_flexim_monitor and vtk_flexim_monitor_all
Fragment of r esour ces. t cl file

# Monitor the feature PrineTi ne
vtk flexl mnmonitor PrineTine

# Monitor the feature PrineTinme, control the order of the tags
vtk _flexl mnonitor -order "SNPS US SNPS CH SNPS FR' PrineTi ne

# Monitor the feature for Design-Conpiler. Internally VOV

# uses the token dc_shell _|icense.

vtk _flexI mnonitor Design-Conpiler dc_shell_Ilicense

# The Fl exNet Publisher feature "pathm||l" maps to the VOV resource
# which, in turn, maps to the resource "sun7"

vtk _flexI mnmonitor pathmll pat hmi | | sun’

Example : Monitoring all features

#

# Monitor all the features gathered by the Monitor at grove: 5555#
vtk _flexI mnonitor_all -daenon grove: 5555

#

# Monitor all the features gathered by the Mnitor,
# control the order of the tags
#

"pathm | "

vtk _flexI mnmonitor_all -order "SNPS US SNPS FR' -order "M3C US MC _FR MEC_UK!

Example: Monitor some features, user-defined map proc

#

# Monitor sone features gathered by the LicenseMnitor at grove: 5555

## Make all the Fintronic tools go to the finfarm vovtaskers
# by defining a RHS-procedure

proc fintronic_mapnane {tag feature} {
set rval ""
if { [regexp {~fin} $feature] } {
set rval "finfarnt

return $rval

}

# Only nmonitor features fromtags REAL and Altair Accel erator products
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vtk flexl mnonitor_all -daenon grove: 5005 -tag REAL -tag RTDA -rproc
fintroni c_nmapnane

In the above example, features related to the Fintronic Finsim Verilog simulator, recognized by the feature name beginning with
'fin', will have aright-hand-side of finfarm' added to the resource map, so that such jobs will go to vovtaskers offering the 'finfarm'’
resource.

Configuring Job and License Checkout Matching

When aresource is derived from alicense feature, it is useful to attempt a matching of the license handles that are currently
checked out and the jobs that are currently running.

Thisis achallenging task because the information relative to the license handles is often incomplete and incorrect. For example,
FlexNet Publisher does not report the checkout time to the second, and does not reveal the PID of the process that has requested
the checkout. The PID aone would enable a precise matching. Instead, we have to accept the best possible solution based on
approximate input data.

The matching is automatically enabled for all licenses.

When the number of running jobs for a given license exceeds about 1,000, the matching becomes onerous on the vovserver, which
can be detected by "Long Service" messages in the vovserver log. For thisissue, it is recommended to disable the handle matching
for selected licenses.

[ Note: If ther ds. enabl e configuration parameter is set to 1, then RDS resource management is active.
Otherwise, classic resource management is active.

When RDS Resource Management is Enabled
Edit the SWD/resources.cfg AV S resource management configuration file in one of two ways to assert the NOMATCH
flag.
The recommended way isto assert the NOMATCH flag attribute directly in the feature rule object within the
RESOURCE_MAPS array attribute:

LI CENSE_MONI TORS=[ { NAME="|I m cool project” } ]
RESCURCE_MVAPS = |
{ TAGS="Bl ue”, FEATURES="great feature”, NOVATCH}
1
}

Alternatively, the NOMATCH flag can be configured for alicense feature using the top-level FLAGS array attribute:

{
LI CENSE_MONI TORS=[ { NAVME="|I m cool project” } ]
FLAGS = [
{ TYPENAME="Li cense: great feature”, NOVATCH },
]
RESCURCE_MAPS = |
{ TAGS="Bl ue”, FEATURES="great feature”}
]
}
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When Classic Resource Management is Enabled
Edit the Tcl configuration file SWD/resources.tcl to disable matching for a feature:

vovresSet Fl ags Li cense: great feature —nonatch

# A less preferred nethod is as foll ows:
# vtk _resourcenap_set License:great feature -nomatch

# The great feature license feature is created by a vtk flexl mnonitor
# or vtk flexlmnontor_all directive.

vtk_fl exl mnonitor_all

Configuration Parametersthat Control Matching

The following server configuration parameters control, configure, and limit Accelerator’s job and license checkout matching
algorithm.

resuser nat cht ol erance In seconds, determines atolerance in matching checkout timestamps with jobs
starts
r esuser maxmat ches The number of "also" matches that we look for. .

resuser Di sabl eMat chi ngThr eshol dA threshold for disabling matching if the sum of Monitor handles and FlowTracer
jobs exceedsiit.

License Sharing Support

With license sharing, the same license can be shared by multiple jobs. Depending on the policy selected by the vendor, there are
licenses that can be shared among different jobs provided that some characteristics are the same, for example the execution host,
the user or the display.

Host + User Sharing

With this type of sharing, if auser isalready running ajob on a machine, that same user is allowed to run any number of jobs
on the same machine without consuming another license. This can be very advantageous for the end user especially when using
machines with 8 or more CPUS.

This configuration is supported with two steps:

1. Defineajobclassfor the jobsthat should take advantage of license sharing.

# This is file vnc. swd/ j obcl ass/ spectrerf.tcl
set classDescription "SpectreRF cl ass”
set VOV_JOB DESC(resources) "Share:spectrerf_ [vtk_|ognanme] OR License: spectreRF"

2. Addaproceduretor esour ces. t cl todynamicaly create the resource maps represent what licenses can be shared.

source $env(VOVDI R)/tcl/vtcl/vovsharedresourcesproc.tcl
# Configuration of the procedure for shared |icenses.
SHRaddRul e spectrerf Share:spectrerf_@SER@
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Automatic Settingof LM_LICENSE_FILE

The capability described in this section is useful when the same license is provided by more than license server.

Problem Description

In this example, thereisalicense called "spice" that is provided by two daemons:
e Thedaemon 1234@ an. conpany. comhas 3 licensesfor LAN use
e Thedaemon 9999@van. conpany. comhas 10 licenses for WAN use

Inatypical setup, the scheduler istold to use first the LAN licenses and then the WAN licenses, and thisis easily accomplished by
setting the environment variable LM_LICENSE_FILE to the following value:

setenv LM LI CENSE FI LE 1234@ an: 9999@an

For this example, the scheduler has decided that a given job should use a WAN license. When the job is launched, however aLAN
license has just become available, and the tool actually checks out aLAN license instead of a WAN license.

This causes a problem: the double counting of the licensesin use;

« OneWAN licenseisconsidered in use by the scheduler (requested but not yet used).

e OneLAN licenseisactually in use (not requested but currently used).
In this situation, it would be desirable for the scheduler to decide that ajob should use aWAN licenses and the value of
LM_LICENSE_FILE should be only 9999@wan. However, if the scheduler chooses the LAN license, then the value of

LM_LICENSE_FILE should be only 1234@lan. This arrangement works best if the license checkouts need to be queued by
FlexNet Publisher.

The farm would work more efficiently if the value of LM_LICENSE_FILE were controlled at execution time on the basis of the
resources grabbed for each individual job. A solution is described in the following section.

Solution: st VOV_LM_VARNAMES

If the environment variable VOV_LM_VARNAMES is set to a comma-separated list of names of environment variables, the "vw"
wrapper will automatically set or prepend to each variable in the list with the list of license daemons that are associated with the
resources that have been grabbed for the job.

! Important: The functionality activated by setting the VOV_LM_VARNAMES environment variableis
implemented by the VOV wrapper program vw2 and its aliases. I nteractive jobs that have a PTY do not use this
wrapper, sothe VOV_LM_VARNAMES capability is only available for batch jobs.

A typical value of VOV_LM_VARNAMESIisLM_LICENSE_FILE, but sometimesit is necessary to control other variables such
as CDS_LICENSE_FILE (for Cadence tools). At times, it may be desirable to set VOV_LM_VARNAMES to another variable
name which is then processed by one of the wrapper scripts.

There may be cases where it is desired to exclusively set license variables instead of prepending to existing values. To accomplish
this, set the VOV_UNSET_VARNAMES environment to a comma-separated list of environment variables to unset and they will
be unset before the vwwrapper populates them.

Following is an example of using thisvariable:

setenv VOV_LM VARNAVES LM LI CENSE_FI LE
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More examples are shown below:

# Exanpl es of uses of VOV_LM VARNAMES

setenv VOV_LM VARNAMES CDS LI CENSE _FI LE

setenv VOV_LM VARNAMES CDS LI CENSE FI LE, LM LI CENSE _FI LE
setenv VOV_LM VARNAMES MY VAR

Job submission with VOV_LM_VARNAMES

In the example below, afeature called "abc" is provided by two FlexNet Publisher daemons, 1234@ an and 9999 @wan.

Both daemons are being monitored by Monitor, which usestags "LAN" and "WAN" respectively. In turn, Accelerator, which

is connected to Monitor, is aware of those two resources and has a resource map called "License:abc” which isthe sum of
"LicenseLAN_abc" and "License:WAN_abc". In Accelerator, License:abc mapsto "LicenseLAN_abc OR License! WAN_abc".
Y ou want to push the utilization of the abc resource to the edge of saturation, so instead of defining LM_LICENSE_FILE to the
value "1234@lan:9999@wan," let Accelerator control the value of LM_LICENSE FILE by having an environment for the tool
execution where the variable VOV_LM_VARNAMES issetto LM_LICENSE_FILE. Call the environment "MYENV". In thefile
MYENV. st art . csh, you will have aline that says:

setenv VOV_LM VARNAMES LM LI CENSE_FI LE

To submit ajob that uses "abc", enter:

% ves MYENV
% nc run -r License:abc -- abcTool

In cases in which you absolutely want to use one of the daemons, specify the appropriate resource:

% nc run -e MYENV -r License: WAN abc -- abcTool

LM_VAR_NAME - deprecated

[E Note: Using LM_VAR_NAME isnot recommended; it has been deprecated.

For backwards compatibility, the variable LM_VAR_NAME could be used to set the name of a single environment variable.

vovgetflexlmdaemons

In some situations, using other methods to set the LM_VAR_NAME variable on the fly may be preferred. The utility
vovget f | ex] ndaenmons can be used to locate the daemons that need to be used based on the resources grabbed by Accelerator
at dispatch time.

vovget f | exl ndaenons: Usage Message

DESCRI PTI ON:
Processes VOV_UNSET VARNAMES, VOV_LM VARNAMES, and/or LM FILE VAR
envi ronnment vari abl es and generates script for the specified shell that
will unset the variables listed in VO/_UNSET VARNAMES and then set
LM LI CENSE FI LE to match the resources used by the job whose IDis in
VOV_JOBI D or those provided on the conmand |ine.
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USACE:
% vovget f | ex]l ndaenons [ OPTI ONS] [ RESOURCES]

OPTI ONS:
-V -- Increase verbosity
-h -- This help
-sh -- Specify the shell for the output script, default is csh

EXAMPLES:
% vovget f | ex]l ndaenons - h
% vovget f | ex| ndaenons
% vovget f | exl ndaenons - bash
% vovget f | ex]l ndaenons -bash License:lic_drc

EXAVPLE QUTPUT:
### Wth -bash option.
LM LI CENSE_FI LE=6306@mac05;
export LM LI CENSE FI LE;

### Wth -csh option.
setenv LM LI CENSE FI LE 6306@mac05

USACE | N SCRI PTS:
eval "vovgetfl exl ndaenons;

Limit Users

Limiting usersistypically not the best choice, as alternative approaches may be used to enforce policies without incurring low
resource utilization issues. However, in some cases, limiting users may be the best solution and this section discusses several ways
in which an administrator can limit the number of jobs that a user can run.

Control the User:x Resource
For every user 'X' there is aresource called "User:x" that controls the overall number of jobs that the user can run. The default value
is"unlimited" and an administrator can set the resource to a different valuewith vt k_r esour cemap_set , asin the following
examples:

vt k_resourcemap_set User:john 5

vt k_resourcemap_set User:mary unlimted

vtk _resourcenmap_set User:phil O
vt k_resourcemap_set User:hoag -max 2 -map "l inux64 RAM 200"

These VTK callscan gointother esour ces. t cl fileor they could be executed directly withvovsh -x .. .:

% nc cmd vovsh -x 'vtk_resourcemap_set User:tarzan 88

Similarly, you can control the Group:* resource to limit the jobs within a FairShare group or the Priority:* resource to limit all jobs
that use certain ranges of priorities. The use of these limitsis highly discouraged.
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The default value of the User:* resourceis controlled by the server configuration parameter r esMapUser Def aul t , which can
besetinthepol i cy. tcl file asinthisexample:

# Fragment of policy.tcl file.
set config(resMvapUserDefault) 30

The configuration appliesto al new resources that are created after the default has been changed.

Control the Tool:* Resour ce

While the resources mentioned in the previous section are always used, the resource Tool:x is only used if it is defined for agiven
tool. The "tool for ajob" is defined asthe tail of the command line argument that is not a known VOV wrapper. For example, for
thecommand vw / bi n/ cp aa bb, thetool isthe string cp.

For example, if you want to limit the number of cp jobs that are executed at any onetime, or you want to route them to a specific
set of machines, you can use the resource map "Tool:cp”, asin:

vt k_resourcemap_set Tool:cp -max 3

Limitsin Jobclasses

If you are using ajobclass, it is easy to define limits for both the jobclass and also for the users of that jobclass. Thisis best shown
with this complete example taken from $VOVDI R/ et ¢/ j obcl ass/ exanpl es/hsimtcl:

File:hsi m t cl

set classDescription "A tenplate for an hsi mcl ass"

set cl assEditable 1

| append VOV_JOB DESC(resources) License:hsim

| append VOV_JOB DESC(resources) Linit:q_hsi m QISER@

| append VOV_JOB DESC(resources) Limt:r_hsi m @ROUP@

| append VOV_JOB DESC(resources) CPUS/1 percent/1 RAM 20

proc initJobd ass {} {
# Executed by vovresourced at startup.
# vtk _resourcemap_set License: hsim8
# vtk_fl exl mnonitor hsimLicense: hsim
#
Vv

Revoke requested/ not-used resources after 2 m nutes.
tk_j obcl ass_set _revocati on_delay "hsint 2m

# Warn after 2h, kill after 4h of idl eness.
vtk _jobcl ass_set idle _del ays "hsim 2h 4h

vt k_j obcl ass_set nmax_reschedul e "hsint 2

TI MEVAR hsi m {
Fri, Sat, Sun {
vtk _resourcemap_set linmt Linmt:q hsim QSER@ 3
vtk _resourcemap_set linmt Linmt:r_hsim @ROUP@ 5

}

20: 30- 24: 00, 0: 00-5: 30 {
vtk _resourcemap_set linmt Linmt:q hsim @QSER@ 1
vtk _resourcemap_set linmit Linmt:r_hsim @ROUP@ 2

}

default {
vtk _resourcemap_set linmt Linmt:q hsim @QSER@ 1
vtk _resourcemap_set linmit Linmt:r_hsim @ROUP@ 2
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Sdf Limiting
Some users may like to self limit the jobs that can be executed concurrently by using the option -limitinnc run:

%nc run -limt 3 -f |istOf Jobs

L icense Over booking

Advantages of Overbooking

If there are 10 licenses of asimulator, the scheduler (that is, Accelerator) dispatches 10 jobs using those licenses. However,

many jobs do not use the licenses for 100% of their lifespan. If one checks how many licenses are checked out at any one time,

for example with | nst at , one may find out that occasionally there are less that 10 licenses in use. Experienced users who

look directly at the license daemon statistics may wonder why there are jobs in the queue while licenses are available. From
Accelerator's point of view, those licenses are not available because they are reserved for those running jobs, which may check out
the licenses at any time.

This problem is greatly amplified if instead of 10 licenses there are 1,000 licenses. In such a case, you may notice that 1,000
licenses are never fully checked out, although there are 1,000 running jobs at all times. For example, one customer had about 2,000
licenses of asimulator and even with 2,000 running jobs, only 1,750 to 1,900 licenses were checked out.

Those unused licenses create an opportunity to run more jobs than licenses, which is accomplished by "license overbooking".

Activate Overbooking

For overbooking to work well, you have to activate vendor-queueing for the license. If ajob cannot find alicense, it waits for the
license to become available instead of failing. Allocator and Accelerator are capable of overbooking licenses so that only asmall
number of running jobs are waiting for alicense.

Note: The activation of vendor queueing is application dependent.

=

Overbooking Operation

The normal approach for managing licenses in Accelerator is setting the maximum number of licenses equal to the number
available from the license daemons. Allocator and/or Accelerator issue jobs using this fixed number as an upper bound. In
overbooking, tell Allocator and Accelerator to keep issuing jobs until it sees the actual license count (from the license daemon)
fully depleted. The overbooking function acts as a classic control loop:
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Figure 16:

The Reference is the number of licenses available, the M easur ed output is the number of licenses in use and the M easured error
isthe difference in the two. The Controller isthe actua overbooking function that converts the license available into the number
of jobsto issue - thisisthe System input. The System output is the launched jobs and the Sensor is the Monitor.

The Overbooking function (Controller) isvt k_f | ex] m over book for vovr esour ced and LA: : AddResour ce in
Allocator. These procedures have a number of tuning parameters for overbooking.

L icense Over booking in vovr esour ced

The Overbooking function (Controller) invovr esour ced iscaled vt k_f | ex] m over book and has anumber of tuning
parameters:

-thresh real
Thisisthe threshold at which overbooking becomes active. For exampleif the value is set to 0.8 it means that when the job
count reaches 80% of the allowed total, overbooking starts increasing the number of submitted jobs. The default value for
the parameter is 0.9.

-factor real
Thisis number is used to scale the Measured Error into the additional number of jobs to submit. Common values are 0.8.
The default value for this parameter is 1.0.

-headroom int
When the license in-use counts is greater than the maximum number of licenses less the headroom, the overbooking
quantity isthrottled. Negative headroom values are often used. The default value of headroom is 0.

-queued int
When Allocator sees this number of licenses queued (for example, in vendor-queuing) then the overbooking quantity is
throttled. Generally this should be a small number. The default valueis 1.

-lowpassint
To smooth the effect of overbooking, the actual correction is low-pass filtered. This option controls the delay of thefilter.
The larger the number, the longer the delay and the smoother the correction. The default valueis 8.

-enable BOOL
Simple way to enable/disable an overbooking rule.

-verbose BOOL
Increase verbosity.
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Same as -verbose 1.

Tuning Overbooking

The optimal values for the overbooking parameters are workload specific. While the default values work in many cases, it is
worthwhile to review the overbooking operation. Use the -verbose 1 option to monitor the behavior of the overbooking routines
in the resource daemon log file. The goal should be to increase the license utilization close to 100% but without pushing too many
jobsinto vendor queueing. Vendor queuing implies that a hardware slot is taken but the job is stalled waiting for that license;
normally afew slots being idle for afew seconds is a reasonable tradeoff for high license utilization. However, administrators
should be aware that having too many jobsin vendor queueing can cause the license daemons to stall, dramatically reducing
overall throughput.

If your workload ends up pushing too many jobs into vendor queuing before backing off, even with asmall value of -queued
then consider reducing the factor from 1.0 to 0.9 or lower, and increasing the headroom from O to 2-5% of the maximum license
quantity.

If your workload struggles to get any vendor queuing, it may be because the threshold is not reached or maintained - particularly
when the new total (maximum number of jobs) has been increased. Reducing the threshold to 0.8 or 0.7 will enable overbooking to
continue to be active. For alarge number of short duration jobs, there can be many jobs "in-flight": jobs for which license matching
by Accelerator has not yet occurred. In these cases, it may make sense to increase -factor N to about 1.2 and have a negative value
of headroom equal to 2-5% of the total license count.

While overbooking exhibits the self compensation characteristics expected from a control loop, tuning the parametersis often
worthwhile for optimal usage.

Example of Overbooking in vovresour ced

# Fragnent of resources.tcl
# Exanpl e of overbooki ng of hspice.

vtk flexl mnonitor_all ; ## This nmust be called before vtk flexl moverbook.

#
# Overbook the feature hspice up to the point where there are 5 jobs in vendor-queue.
vtk _fl exl moverbook hspice -queued 5

## Al valid options.
vt k_fl exl moverbook myspice -thresh 0.9 -factor 1.0 \

- headr oom 2 - queued 3 \
-enable 1\

After changingr esour ces. t ¢l , remember to restart thevovr esour ced daemon:

% ncngr reset
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Resour ce Management with RDS

Thisis ausage guide for the Resource Data Service (RDS), an aternative service for managing License resources and License-first
scheduling in Accelerator.

Overview

Accelerator and Monitor run in "classic resource management” mode by default. In classic mode, thevovr esour ced daemon
manages licenses and other resources as configured inther esour ces. t ¢l configuration file.

A second mode for managing resources, termed "RDS mode", may be chosen and configured as described in this section of the
manual. In RDS mode, resource management is performed by an RDS thread instead of the vovr esour ced daemon, and the
configuration isdescribed inther esour ces. cf g fileinstead of r esour ces. tcl .

Resour ce Management Background

The Resource Data Service (RDS) is a new solution to manage job resources associated with limits or software licenses. The
Accelerator and Monitor products work together to provide advanced software licensing feature scheduling with flexible and
powerful capabilities to adapt license resource allocation to asynchronous and out-of-queue license usage and to variable license
usage across a job's lifespan.

When an Accelerator batch job is submitted, alist of resource maps, aso known as resour ces, are specified to guide scheduling.
An important type of resource is alicense-based resource, which is managed by Accelerator resource management with input
from Monitor, which actively monitors actual license usagein real time. The classic service within Accelerator that provided this
capability isthevovr esr ouced daemon, which is active by default.

Configuring RDS

The RDS configuration fileislocated at <SWD>/ r esour ces. cf g. Thisfile sets up RDS with configuration information
which includes connections to license monitoring and definition of limit resource maps, license resource maps, and mapping
resource maps. In summary, ther esour ces. cf g filewill give you the ability to configure what classic resource management
has configured inthe Tcl based r esour ces. t cl file. The Attribute Vaue Stream (AVS) format and schemafor RDS
resour ces. cf g isdescribed Configuration File Format.

Important configuration notes:

» For advanced license scheduling, Accelerator needs to link to at least one running RDS-enabled Monitor instance. See Server
Configuration Parameter to Configure Accelerator for RDS.

« TheLICENSE MONITORS attributeinr esour ces. cf g specifies the Monitor instance that will be linked to Accelerator.

e A common way to specify aMonitor instance in Accelerator'sr esour ces. cf g fileiswith the following simple
resour ces. cf g content:

{
LI CENSE_MONI TORS = [ { NAME = "noni tor_name" } ],
RESOURCE_VAPS = [ { FEATURES = "*" ]

}
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This specification will often be enough. However, if Monitor is not using the same registry as Accelerator, then Monitor
needs the EVENT_PORT parameter declared. The selected/specified port will be placed in the LM's registry file so that
normally only the LM name is needed to establish the RDSto LM connection. For example:

% | mygr start -eventport <port nunber>

« The RESOURCE_MAPS attribute structureinr esour ces. cf g uses explicit feature names and wildcard patterns to
specify exactly what license features to import into Accelerator for the purpose of advanced license scheduling.

e Full details for configuration syntax of LICENSE_MONITORS and RESOURCE_MAPS inr esour ces. cf g areshownin
Configuration File Format.

=] Note: For afull description of the AVS data language, see AV 'S Syntax.

L=

Resour ces.cfg

The Resource Data Service (RDS) capability is Accelerator's next-generation resource management. The new RDS serviceis
configured by anew configuration file --r esour ces. cf g-- in the Server Working Directory. The new configuration file uses an
Attribute Value Stream (AVS) syntax, a JSON-like syntax which is quite different from the Tcl format of ther esour ces. t cl
file used to configure classical Accelerator resource management. This document will guide you in configuring RDS and in
trandating an existing r esour ces. t cl fileinto aproperly formatted r esour ces. cf g file

Server Configuration Parameter to Configure Accelerator for RDS

When you have an RDS-enabled Monitor instance running, you are ready to configure Accelerator for RDS.

Within Accelerator, when ther ds. enabl e server configuration parameter is set to "1", Accelerator will be RDS-enabled, and
anew server thread named RDS will activate in place of the classic vovr esour ced daemon. The RDS thread will process the
r esour ces. cf g file, which can be written according to the following instructions.

Edit/create the SWY r esour ces. cf g file. Substitute your LM namefor | i cnon below if different:

LOG LEVEL = 5,
LI CENSE_MONI TORS = |

{ NAME = "licnon", }
RESOURCE_MAPS = |
{ FEATURES = "*" }, # nmonitor all features
{ TYPE = "Priority", NAVE = "low' },
{ TYPE = "Priority", NAME = "normal " },
{ TYPE = "Priority", NAME = "high" },
{ TYPE = "Priority", NAME = "top" },
{ NAME = "diskio" },
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See Configuration File Examples for more complex r esour ces. cf g options.

Start Accelerator asnormal using ncngr st art . It will locate the LM ports using the licmon namein the registry.

Configuration File Format

The RDS config file consists of asingle abject in Attribute-Value Stream (AV'S) format. AV S abjects begin with an open curly
brace '{" and end with aclose curly brace }'. Array attributes are expressed as a comma separated list inside square brackets[]. In
most cases array attributes with a single element may be expressed as the single element (TAGS =foo is equivalent to TAGS =

[ foo]). String type attributes are double quoted.

There are 3 types of attributesin the top level AVS object:
* RDSGlobal Attributes
e TheLICENSE MONTIORS array
¢ The RESOURCE_MAPS array
The objects within the RESOURCE_MAPS array may be one of the following object types. The first isidentified by aNAME

attribute, and is called a non-license resour ce definition. The second object typeisidentified by the presence of a FEATURE
attribute and is called a license feature resource creation rule.

Flag values are generally indicated as on/true simply by their presence but may alternately be indicated on or explicitly off by
setting the attribute to 0/1, off/on, false/true.

RDS Global Attributes (aka - Top/Daemon Leve Attributes)

Attribute Description Default

DROPPED RESMAP DELETE DELAY When RDSisinitializing, theamount of 900
time in seconds that it will wait before
deleting feature resource maps that are no
longer represented in the license monitor
data. Thisalowsfor delaysin license
monitor # license server recovery.

FLAGS Array of flag overrides.
HEARTBEAT_THRESHOLD How long to wait for amissing LM 5 minutes
heartbeat before signaling aresync, in
seconds.

INTERNAL_HEARTBEAT_THRESHOL (Internal for testing) overrides above with
unlimited values.

LICENSE_MONITORS LM project name, or an LM object.
LOG_LEVEL The RDSlogging level 0-7: 4
Fatal=1
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Attribute

MATCHING_PERIOD

MAX_ORS_IN_RESOURCE_SUM

NOPIDMATCH

RESOURCE_MAPS

RM_RANK_DEFAULT

Description

Error=2
Warning=3
Info=4
Verbose=5
Debug=6
Engineering=7

How often to perform matching in
seconds.

Max number of OR operators allowed
in asum resource using legacy OR
operators.

If asserted, then the PID associated with
any license checkout, if available, will
be ignored when Accelerator matches
license checkouts with jobs.

Array of resource map and/or feature rule
objects.

The default RANK of non-license
resource maps.

Non-License Resour ce Definition Object Attributes

p.218

Default

60

5

Attributes for regular resource maps not related to the monitoring of LM features. Most of these attributes correspond to the same
named fields in the vov resource maps meta data. Usually each non-licensed ResourceMap object inther esour ce. cf g filewill
create one resource map. See examples section below for more details.

Attribute

MAP

NAME

NOLOG

OWNER

RANK

Description

The MAP field of the resource map,
string

The NAME of the resource map, string

flag, setsthe NOLOG field in the
resource map

The OWNER of the resource map. string

The RANK of the resource map, integer

Proprietary Information of Altair Engineering

Default

none,

None (required)

off

"(rds)"

3
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Attribute

SPECIAL

TOTAL

TYPE

Description

Specia exceptions to user specific
resource maps, object

The TOTAL/max available for this
resource, integer or UNLIMITED

The TY PE of the resource map, string

License Feature Resour ce Rule Object Attributes
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Default

none

UNLIMITED

none,

Feature rules specify which tag/feature pairs are to be monitored, how/if they are matched, and how/if they are grouped into sum
resources. When a specific tag/feature pair is reported by the license monitor, the feature rules are consulted in order to determine
the behavior for that tag/feature. Once a feature rule fires, no further rules will apply to that tag/feature. Generally there will be a
single sum resource map per rule per matching feature. See Configuration File Examples for more details.

Attribute
EXCLUDE_FEATURES
EXCLUDE TAGS

FEATURES

LEGACY_SUM_RESMAPS

MAP

ORDER

Description
Exceptionsto FEATURES
Exceptionsto TAGS

Array of string patterns naming LM
features to be matched by thisrule. The
array is optional for asingle pattern.

Default
None
None

None (required)

Flag that indicates the legacy OR operator off

should be used in the sum resource
map's MAP field instead of the comma
operator.

A resource map MAP expression. Itis
applied to the leaf resource maps created
by aFEATURE rule.

The order in which to place the various
tags in the sum resourcemap map

field. The default is TAGORDER
which indicates the same order as
inthe TAGS attribute. Alternately,
REVERSE_TAGORDER, or apartia
explicit array of tags may be specified.

Array of Custom Sum Resource Rule
objects. See description below.

Proprietary Information of Altair Engineering

TAGORDER

License: @FEATURE@ mapped to all
matching tagsin TAGORDER
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Default

TAGS Array of string patterns naming Tags e
to be matched by thisrule. The array is
optional for asingle pattern

TOTAL Overridesthe total available for the
corresponding feature resourcemap rather
than using the total available from LM.
Thisvalue will aso be used in the sum
resourcemap total calculation unless that

is also overridden.

The following are flag attributes for feature rules. Their presence in the rule signifies that they are "On", their absence signifies
"Off". Alternately they may be expressed as <name> = 1, or <name> = 0 for on/off respectively. Default: all are off.

Flags
DONOTSHARE

EXCLUDE

LEGACY_SUM_RESMAPS

NOALSOMATCH
NOMATCH

NOOOQ

NOPIDMATCH

NORECENT

NOSUM

NOVQASOOQ

SUM1

Proprietary Information of Altair Engineering

Description
Not used by RDS but it signifies something to LA ?

Do not monitor tag/features matched by this rule (stops further
rule evaluation for a matching tag/feature).

Use the legacy OR operator between members of the sum
resource map in stead of the comma operator.

Do not calculate additional matches for best matched jobs.
Do not perform matching.

Do not calculate Out-Of-Queue values, aka V ovResourceM ap
"OTHERS" field.

Direct Accelerator to ignore the PID information associated
with alicense checkout when matching license checkouts with
jobs.

Do not perform matching against recently finished jobs.
Do not create a sum resource for thisrule.
Do not count vendor-queued licenses as OOQ.

Create a sum resource even if the rule uniquely identifiesa
single feature.
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By default, each feature rule will result in the creation of a single sum resourcemap for each matching feature containing al the
matching tags. SUM-affecting attributes contained in the feature rule will be inherited by the "default" sum ruleimplicit in each
feature rule. Grouping of tag/featuresinto sum resources can generally be achieved by creating separate feature rules for each
group. An explicit array of Sum resourcemap rule objects may be specified when multiple sums with overlapping tags is desired, or
in order to override the sum's total or map fields.

Attribute Description Default

EXCLUDE_TAGS Array of tag patternsto exclude from this ' Inherited
sum

LEGACY_SUM_RESMAPS Use the legacy OR operator between Inherited

members of the sum resource map in
stead of the comma operator

MAP Override the map field Auto maps each contained tag/featurein
specified order
NAME The NAME of the sum resource to be "@FEATURE@"
created
ORDER The order for the tags in the map Inherited
TAGS Array of tag patternsto includein this Inherited
sum
TOTAL Overrides the total number available Auto sums the totals from tag/features
contained
TYPE The TY PE of the sum resource to be Inherited

created

Configuration File Examples

Resource map definitions and feature rules may now be intermixed to support common usage in customer examples where related
entities are grouped together.

HHHHHHHH BB H R R AR B HHHHH
# new def aul t
HHH#HHHHHH B HH R R RS TR HH

#L1I CENSE_MONI TORS = { NAME = "licnon" },
RESCURCE_NAPS =
#{ FEATURES = ALL }, # nonitors all features/tags
#{ FEATURES = "featurel", TAGS = "tagl" }, # nonitors tagl/featurel
# nmonitor all conbinations of feature2, feature3, tag2, tag3
#{ FEATURES = [ "feature2", "feature3d"], TAGS = [ "tag2", "tag3" ] },
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{ TYPE = "Priority", NAME = "low' },
{ TYPE = "Priority", NAME = "nornmal " },
{ TYPE = "Priority", NAME = "high" },
{ TYPE = "Priority", NAMVE = "top" },
{ NAME = "diskio" }

Il

}
HHHBHHHHHHHHH R H AR H SRS H?
# end new def aul t
HHHBHHHHHSHH S HHHHH SR

HEH R T
# -- exanples with docunentation
e
{
#
# optional daenon/top |evel config parans
#

RM RANK DFLT = 3, # default rank for non-lmresourcemaps created fromthis
configuration, default is 3

MATCHI NG_PERI OD = 60, # period in seconds for which to accunul ate | m changes
bef ore perform ng matching,

# eval uated per feature, default: 60
LOG LEVEL = 4, # level of logging detail to use for RDS, default is 4
(I'nfo), see rds_config.hh for |evels

MAX ORS IN RM SUM = 5, # nmaxi num nunber of OR operators allowed in a | egacy sum
resource

HEARTBEAT _THRESHOLD = 300, # nax seconds after which no nmessages froman Imwl I
trigger a reconnect/resync
# attenpt, limt 2-15 minutes, default 300 (5 mi nutes)

LEGACY_SUM RESMAPS = off, # whether or not to use the | egacy OR operator by default
in the sumresource naps instead
# of new default comma operator

# internal optional
| NTERNAL HEARTBEAT THRESHOLD = 50, # overri des HEARTBEAT THRESHOLD for testing
without Iimts, default none

#
# section identifies |icense nonitor instances, nay be array or a single
object )currently only a single
# license nonitor is supported)
#
LI CENSE_MONI TORS = |
# preferred usage, use registry to |locate the nanmed |icnon
{ NAME = "licnon" }, # Iminfo is |ooked up in registry

# alternate for when no access to shared registry

NAMVE = "l icnpn2",

HOST = "l ocal host ",

EVENT_PORT = 12345,
}

1.
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# Resource map section:
#

# The resource map section contains rules that specify feature/tag conbinations to
be nonitored and

# resource map definitions. Each entry may be a feature rule, a resourcenmap
definition, or a collection of

# related feature rul es/resourcenmap definitions that optionally share conmon

par aneter definitions.

# A feature rule contains the "FEATURES' paraneter, when a new tag/feature
conbination is reported froman LM

# it should be evaluated in order against all feature rules until a match is found.
If a match is found (that

# is not an exclusion rule) a resource nmap for that specific tag/feature will be
created, and that tag/feature
# will be nonitored and included in the appropriate sumresources. Once a specific

tag/feature is matched with

# a rule, no further rules are evaluated for that tag/feature pair.

# A feature rule containing the flag EXCLUDE, indicates that matching tag/feature
conmbi nations are not to be nonitored

# and shoul d be excluded fromfurther rul e natching.

# A collection contains a RESOURCE MAPS paraneter, and nmay contain default
paraneter definitions for the contained
# rul es.

# A resource map definition contains neither FEATURES nor RESOURCE _MAPS par aneters,
has at | east a NAME paraneter.

RESOURCE_MAPS = |

# feature rul e exanples

{ FEATURES = "foo0" }, # nonitor feature foo across all |Ins and tags with all
def aul t val ues

{ FEATURES = [ "fool", "foo2" ], TAGS = [ "barl", "bar2 " ] }, # nonitor all
conbi nat i ons

{ FEATURES = "foo0?", TAGS = "bar?" }, # "

# col |l ecti on exanpl es:

TAGS = [ "CADENCE_AUS_DVO1", "CADENCE AUS DV02", "SYNOPSYS LDCO1",

" CADENCE_AUS_VI P01", " CADENCE_AUS_VI P02"

" CADENCE_AUS_VI P03", " SYNOPSYS_AUS DVO1", "MENTOR SCV_GWANOG",
" MENTOR_SCV_GAMANO5", " MENTOR WANO1",

" | NTERRAD_WANOT", " APACHEDA WANO1", " SYNOPSYS US _GMANO1",
" SYNOPSYS_US_GWANO3", "SYNOPSYS_US_GWAND2",

" CONCEPTENG_SOC01™, "REALI NTENT_SOC02", " CADENCE_SCV._GWANO2"
" CADENCE_SCV_GWANO3", " CADENCE_SOC04"

" CADENCE_SCV_FV01", "SYNOPSYS SOCO1", " SMARTDV_SCV_GWANOL",
" FRACTAL_WANO1", " SYNOPSYS_SCV_DVO1" ],

# all entries in this RESOURCE MAPS array, share the above LI CMONS and TAGS
defintions unless overridden:
RESOURCE_MAPS = |

FEATURES = "Formality*",

TAGS = [ "SYNOPSYS*"], # TAGS specified here conpletely replaces the upper
| evel array of TAGS

SUM=[ # create 2 custom sumresourcemaps for each matching feature (note
that the sane tag may appear in nultiple suns this way
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= [ "SYNOPSYS _US GMANOL1", "SYNOPSYS US GWANDO3" ], NAME =
" GFEATURE@ } # ex. License: SYNOPSYSL will map to these tags
TAGS = [ "SYNOPSYS_DEV??", "SYNOPSYS US GMNO1" ], NAME =
" @rEATURG@E _ Dev" } # ex. License: SYNOPSYS1 Dev will map to these tags

]

}!

{ FEATURES = "Incisive*", TAGS = "CADENCE_AUS Dv*" }, # override TAGS with
gl ob

{ FEATURES = "Printine", NOVATCH, NOOOQ MATCHRECENT = 0 }, # override

flags, MATCHRECENT is explicitly off
{ FEATURES = "Printinme-SI", NOVATCH, NOOOQ NMATCHRECENT

0},

# exclusion rule prevents matching feature/tags fromtriggering further rules
(ex. CADENCE_SCV_GWANO2/ | nci si ve)

# note that exclusion applies to all remaining rules in the config, not just
in this collection

{ FEATURES = [ "Formality*", "lncisive*", "Conformal*" ], EXCLUDE },

# over booki ng TBD V2 (internal)
{ FEATURES = "VCSRunti me_Net", OVERBOXK = { THRES = 0.5, FACTOR = 1.2, QUEUED
= 1, HEADROOM = -20 } },

# Specify partial order
{ FEATURES = "Conformal *", TAGS = "CADENCE *", ORDER = [ "*AUS*", "*SOC"
"*SCv" ] }, # tags matched by the ORDER array will be napped before

# ot her tags

{ FEATURES = "*" } # all features not already matched above (inherited TAGS
def still applies)

TAGS = [ "SYNOPSYS_WANLI C', "SYNOPSYS_EVALLIC" ],
TYPE = "Mytype", # default "License", can override - ( was
exanple, not allowing "" )
RESOURCE_MAPS = |
{ FEATURES = "1TA- OPT- SPY- Cui Pkg", NAME
sum because nultiple tags

i n customer

"atrenta_optspygui" }, # renanes

FEATURES = "Advanced_ CDC', NAME = "atrenta_advancedcdc" 1},
FEATURES = "BasePol i cySO', NAME = "atrenta basepolicyso" },
FEATURES = "adv_checker", NAME = "atrenta advchecker" },
FEATURES = "checker", NAME = "atrenta_checker" },

rel ated resourcenmap definitions
NAME = "atrenta_spygl ass",
MAP = "atrenta_advancedcdc atrenta_ basepolicyso atrenta_advchecker
atrenta_checker" 1},

{ NAME = "atrenta_advancedcdc", MAP
typel ess naps

-~ P T La e

"Mytype: atrenta_advancedcdc" }, # add

{ NAME = "atrenta_basepolicyso", MAP = "Mtype: atrenta basepolicyso" },
{ NAME = "atrenta_advchecker", MAP = "Mytype: atrenta_advchecker" },
{ NAME = "atrenta_checker", MAP = "Mytype: atrenta_checker" },

]
H

EXCLUDE TAGS = "*BETA*", # all tags except those that match "*BETA*"
RESCURCE_NVAPS = [

# sum Formal i tyl as nornal / def aul t

{ FEATURES = "Formalityl" },
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# sum ot her Formality* features with DEV tags as @EATURE@ Dev and di sabl e
| oggi ng for these features

{ FEATURES = "Formality*", TAGS = [ "SYNOPSYS_DEV??" ], NORECENT, NAME =
" @EATURE@ Dev" },

# sum ot her Formality* features with PROD tags as @EATURE@ Prod and di sabl e
ooq for these features

{ FEATURES = "Formality*", TAGS = [ "SYNOPSYS_PROD??" ], NOOOQ NAME =
" @EATURE@ Prod" 1},

# monitor remaining Formality* tags and sum under _m sc, but exclude tag EVAL
fromthe sum

{ FEATURES = "Formality*", NAME = "@EATURE@mM sc", SUM = { EXCLUDE_TAGS =
"EVAL" } 1},

all features that start with "Bar", except "BarTest", (all tags)
FEATURES = "Bar*", EXCLUDE FEATURES = "BarTest" },

nore custoner exanpl es:

cust omer exanple

-~ H o~

TAGS = " ARTVORK",
RESOURCE_MAPS = |
{ FEATURES = "ACS3520", NAVME
Li cense: gdspl ot
{ FEATURES = "ACS5003", NAME = "qckvugds" },
{ FEATURES = "ACS58I O', NAME = "qckvu3gdsl|l _full" },
# create resource map that conbi nes features
{ TYPE = "License", NAME = "qckvu", MAP = "License: qckvu3gdsl| _ full
Li cense: qckvugds" 1},

H

# custoner exanpl e

"gdsplot" }, # renanmes specific to

TAGS = [ "SYNOPSYS WANLI C', "SYNOPSYS EVALLIC' ],
TYPE = "Mytype", # default "License", can override - ( was "" in custoner
exanmple, not allowing "" )

RESOURCE_MAPS = |
{ FEATURES = "1TA- OPT- SPY- Cui Pkg", NAME
sum because nultiple tags

"atrenta_optspygui" }, # renanes

{ FEATURES = "Advanced_ CDC", NAME = "atrenta advancedcdc" 1},
{ FEATURES = "BasePol i cySQO', NAME = "atrenta basepolicyso" },
{ FEATURES = "adv_checker", NAME = "atrenta_advchecker" },
{ FEATURES = "checker", NAME = "atrenta checker" },
{ NAME = "atrenta_spygl ass",
MAP = "atrenta_advancedcdc atrenta_ basepolicyso atrenta_advchecker

atrenta_checker" 1},
{ NAME = "atrenta_advancedcdc", MAP
typel ess naps

"Mytype: atrenta_advancedcdc" }, # add

{ NAME = "atrenta_basepolicyso", MAP = "Mtype: atrenta basepolicyso" },
{ NAME = "atrenta_advchecker", MAP = "Mytype: atrenta_advchecker" },
{ NAME = "atrenta_checker", MAP = "Mytype: atrenta_checker" },

]
H

# order overrides

TAGS =[ A B, C],
RESOURCE_MAPS = |
{ FEATURES = "order Exanpl el" }, # default TAGORDER
{ FEATURES = "order Exanpl e2", ORDER = REVERSE TAGORDER },
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partial order

# exclude F from sum

# create sumeven if only one of the tags

{ FEATURES = "order Exanpl €e3", ORDER = SHUFFLE },
{ FEATURES = "orderExanpled4", ORDER = [ B, C] } # explicit
]
b _
# sum overri des
TAGS = [ D, E F ],
RESCURCE_NVAPS = [
{ FEATURES = "sunkxanpled4" }, # create default sumif multiple tags exist
{ FEATURES = "sunkxanplel", SUM={ TAGS=[ D, E] } },
{ FEATURES = "sunkxanpl e2", NOSUM }, # do not create sum
{ FEATURES = "sunExanpl e3", SUML },
exi sts

FEATURES = "sunExanpl e5",
default sum override nanme and rank
{ FEATURES = "sunkxanpl e6",
use | egacy ORs
{ FEATURES = "sunkExanpl e7",
except don't use |egacy ORs (useful
]
I s

# feature with a map
{ FEATURES = "nmappedFeat ure",

SUM = { NAME = "sunb",
LEGACY_SUM RESMAPS 1},

LEGACY_SUM RESMAPS = 0 },

SUML, NOOOQ MAP = "Ilinux64" },

# exanpl e resource map definitions not related to features

TYPE = "Priority",
RESOURCE_MAPS = |

{ NAME = "low' }, # default UNLIM TED
NAMVE = "normal " 1},
{ NAME = "high" },
{ NAME = "top” },
]
}
{ NAME = "diskio" }, # default TYPE = ""
{ TYPE = "Tool", NAVE = "footool" }, # override TYPE
{ NAME = linux, MAP = "centos | ubuntu" },
# Limt resource exanpl es:
{

TYPE = "Linmt",
RESCURCE_NVAPS = |

# create Limt:random @QSER@w th total = 305 on dermand for

{
NAMVE = "random @QSER@ ,

TOTAL = 305,
SPECI AL = |
{ NAME

# override totals for these specific users:
"randoma mur", TOTAL = 5000 },
"random segdv_total limt", TOTAL = 20500 },
"random sbenarye", TOTAL = 600 },
"random nmal ki ", TOTAL = 600 },
"random t greenshtei n*, TOTAL = 600 }

£s
m

} ]
#’create map to this limt, UNLIMTED by default
{ NAME = "random segdv",
]
}

], # end outer RESOURCE MAPS

RANK = 4} },
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# create default sum except

# create default sum
when when LEGACY _SUM RESMAPS is the default)

each user

MAP = "Limit:regression_segdv total limt" },
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# FLAGS section overrides flags for specific resmps

FLAGS = |
{ TYPENAME = "License: bar_foo", NORECENT },
{ TYPENAME = "MWtype: atrenta_advancedcdc", NOOOQ DONOTSHARE }

]

# end of resource.cfg

Switching From Classic Resour ce M anagement M odeto RDS M ode

Accelerator activates the legacy resource management daemon vovr esour ced by default. To switch to RDS resource
management mode, follow the procedure below.

Steps 1 - 5will configureyour LM project:
1. Appendthislinetothe LM project <SWD>/ pol i cy. tcl:
set config(rds.enable) 1

2. Enablethe shell and activate these changesinpol i cy. tcl :

% vovproj ect enabl e LM PRQIECT NAME
% vovproj ect reread

3. Usethefollowing command to seeif the RDS event port is set to an appropriate port number for your system:
% vovsel ect project,eventport from server

4. If the new event port number needs to be changed, restart LM with the - event port option specified with the |l nmrgr
st art command.

The following steps configure your NC queue.
5. Setthe NC_QUEUE environment variable to the name of your Accelerator queue.
6. Appendthislineto <SWD>/ policy.tcl:

set config(rds.enable) 1

7. Provideatrandation of Tcl-based r esour ces. t cl into an AVS-based <SWD>/ r esour ces. cf g file. See
Resources.cfg.

8. Shutdownvovresour ced.
% nc cnd vovdaenonngr stop vovresourced
9. Start the RDS service by activating thepol i cy. t ¢l setting:

% ncngr reset
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Revert from RDS Modeto Classic Resour ce Management M ode

If RDS s active and you want to revert operation to legacy resource management, follow the procedure below:
Steps 1 — 6 are performed on your NC queue.

1. Setthe NC_QUEUE environment variable to the name of your Accelerator queue.
2. Append thislineto <SWD>/ pol i cy. tcl :

set config(rds.enable) O

Provide or restore Tcl based configuration file <SWD>/ r esour ces. t cl .
Activate the updated RDS-off setting:

% ncngr reset

5. Eraseany resource mapsthat RDS had created while processing the configuration file.
% nc cnd vovforget -rdsresources

6. Startvovresour ced:
% nc cnd vovdaenonngr start vovresourced

Steps 6 - 9will revert LM to classic mode. Thisis optional, because LM in RDS mode can interact with NC in either mode.
7. Enablethe shell for thisLM project.

% vovproj ect enabl e LM PROJECT_NAME
8. Appendthislineto <SWD>/ policy.tcl:

set config(rds.enable) 0O
9. Activate the new RDS-off setting:

% vovproj ect reread

Monitoring RDS Function and Performance

RDSLog Files

The RDS service logs various events in a special log filein the server working directory. The fileis<SWD>/ | ogs/ rds. | og.
Log entries have verbosity levels associated with them: (4=info (default) ). To control the level of logginginther ds. | og file,
specify the desired maximum message log level inthe LOG_LEVEL variableinr esour ces. cf g. Thelog levels are defined as
follows:

Level Log L evel Number

Fatal 1
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Level Log L evel Number

Error 2

Warning 3

Info 4 (default)

Verbose 5

Debug 6

Internal 7

Inner Loop Timers

The vovserver tracks how the timeis spent in the inner loop. The statistics are accumulated over multiple loops and are rotated
every 10 seconds, so what you normally see in the stats is the overall time spent in the past 10 to 20 seconds. With RDS a new
timing category "rds" is added.

If you are ADMIN, you can check the timerswith vovshow:

% nc cnd vovshow -innerl oopti nmers

Accelerator CLI Command Syntax

Immagr start

Thel mmgr st art command has an option that allows the event port to be specified when starting Monitor. The event port is
used by the Accelerator RDS thread to communicate with Monitor.

e -eventport

Explicit port numbers may be specified or a specia keyword "any" may be specified to request that a free port be found and
assigned.

Wildcard-Capable Attributes

The following matched attribute pairs accept two optional wildcard characters. The wildcard characters are *', matches O or more
characters, and '?, matches exactly 1 character. When awildcard character is present in an attribute value, the value must be
guoted.

Inclusion Exclusion

FEATURES EXLUDE_FEATURES
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Inclusion Exclusion
TAGS EXCLUDE_TAGS

Theinclusion attribute is applied first, followed by the exclusion attribute. Thus, exclusion wins regardless of order.
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Configure Container Integration

Container Support

Linux containers can be leveraged to constrain the amount of system resources used by jobs. Accelerator's container support is
designed to be agnostic of the container solution. The examples provided are for Docker specifically.

[E Note: Itiscurrently recommended to exclude contained jobs from preemption. This can be done at job submit
time using the "-preemptable 0" submission option or by writing preemption rules to exclude jobs that request a
"Container:X" resource.

Named Container Configurations

Containers are enabled by the administrator through named configurations that can be requested as a job resource. Each named
configuration will contain a recipe of hooks to call to setup the container, and limits to impose upon it. Hooks are stand-alone shell
scripts, each meant to perform a certain task, with specific UNIX permissions (root | user).

Named configuration files must be stored in the SWD/containers directory and end with a. cf g extension. Examples named
configuration files are provided in the $VOVDI R/ et ¢/ confi g/ cont ai ner s directory, such as:

File: Container C1 definition:

### Exanpl e named- cont ai ner configuration cl.
## Hook run directory

The default behavior is to switch to the job directory before running the
hooks. If this directory is not accessible until the hooks have been executed
t hough, the job will fail. This issue can be resolved by setting

cont ai ner HooksRunDir to a location that is guaranteed to be accessible prior
to the hooks being executed. This causes the subtasker to switch to that
directory instead, and the original job directory will be made available to

t he hooks via the VOV_CONTAI NER JOB RUNDI R envi ronnent variable. The val ue of
this variable can then be used by the hooks to specify the working directory
for the container instance.

cont ai ner HooksRunDi r "/ pat h/to/ run/directory"

# Hook definitions

cont ai ner Hook <type> <npde> <pat h> <si gnat ur e>

<type> = setup | enter | cleanup | teardown
<privilege> = user | root
<file> = absol ute path to hook file

<si gnat ur e> out put of vovsignfile comand
Speci fies which hook(s) should be called to interact with the contai ner
pl atform t hroughout the job's life cycle:

1. The setup hook is required if the container nust be created prior to
spawni ng the job. This hook will always be used if root privileges are
required to create containers.

2. The enter hook is always required and is responsible for placing the
job into the container. If root privileges are not required to create
contai ners and the container platformsupports it, the enter hook can
al so create the container, as would be done via the "docker run" conmand,
for exanple. The enter hook must block for the duration of the job.

3. The cl eanup hook can be used to renove tenporary artifacts that are

HHHEHFHHFHFEHFEHFFEHFHEHFEHFHFET O HHEHFHEHFHEHFHEHFHHR
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generated by the job.

4. The teardown hook is required to stop and/or renove the container. This
hook woul d normal ly be used if a setup hook is used to create the
cont ai ner.

Any root-node hook nmust be owned by root on the fil esystem

The tasker sets at |east the HOST, VOV _PRQIECT NAME, VOV_JOBSLOT, and
VOV_CONTAI NER_NAME envi ronment variables in the job execution environnent.

It is intended for the hooks to use these variables to uniquify container

i nstances. Hooks can be tested by running them nanually in the shell as |ong
as the required environnent variables are set to sone value. The only hook
that is called with argunents is the enter hook, which expects the job comand
line to be passed in. An exanple test run of the enter hook may | ook I|ike:

% env HOST=f oo VOV_PRQIECT NAME=vnc VOV_JOBSLOT=0 VOV_CONTAI NER NAME=c1l \
/ path/to/ cl-enter.sh whoam

cont ai ner Hook set up root "/path/to/cl-setup.sh” 1211238920

cont ai ner Hook ent er user "/path/to/cl-enter.sh" 97261574

# cont ai ner Hook cl eanup user "/path/to/cl-cleanup.sh" 5376821904

# cont ai ner Hook teardown root "/path/to/cl-teardown.sh" 8237156649

HHEHFFEHFHFEHFEHFFEHFHEHFHEHFR

Specify the Taskersthat Support Containers
Each named container configuration will require a Container:X resource to be offered by every tasker that supports that specific
container configuration. This can be done viathe tasker.tcl file or the taskerClass.tablefile.

When a user includes Container:cl in the resource request for their job, the request will be passed to the tasker that is selected to
execute the job and the tasker will process the recipe defined in the configuration. If the recipe references a hook that does not
exist, is not executable, or has a different signature than the one specified in the configuration, the job will fail.

Hooks

It is recommended to manually test each hook before using them in production environment. Use the tasker hosts for testing and
production. An example test run of the "enter" hook may look like:

#% env HOST=f oo VOV_PRQIECT NAME=vnc VOV_JOBSLOT=0 VOV_CONTAI NER NAME=c1l \
#/ path/to/ cl-enter.sh whoani

Multiple hooks can be utilized to integrate with the container solution. At a minimum, an "enter" hook will be required, aslong
as the container solution provides a single command to setup the container, run the job, and remove the container afterward. For
container solutions that do not provide this feature, separate setup and teardown hooks can be configured. For either method, an
optional cleanup hook can be configured to remove artifacts generated by the job from the file system, for example.

Hooks must also be stored in the SWD/ cont ai ner s directory and can bein script or binary form. Example hook scripts are
provided in the $VOVDI R/ et ¢/ confi g/ cont ai ner s directory, such as:

File: cl-enter.sh

I/ bin/ bash -fxv

# Note: The enter hook nust bl ock for the duration of the job.

#

# Container cl exanple enter hook: an all-in-one script that creates a

# container, launches a job inside of it, then exits and renoves the contai ner.
#

# The foll owi ng environnent variables are avail able and should be used to avoid
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# contai ner and/ or host nane conflicts:
#
#  HOST (string)
#  VOV_PROJIECT_NAME (string)
# VOV_JOBSLOT (nunber)
#  VOV_CONTAI NER_NAME (string)
#
# The followi ng environment variables are available if defined in the naned
# contai ner configuration file:
#
#  VOV_CONTAI NER CORES ( nunber)
#  VOV_CONTAI NER RAM  (negabyt es)
#  VOV_CONTAI NER TMP  (negabyt es)

# For containers handling interactive jobs (-1), uncomment the follow ng |ine.
# set -m
cont ai ner Name=${ VOV_PRQIECT_NAME} ${ HOST} ${ VOV_CONTAI NER_NANME} _${ VOV_JOBSLOT}
ui d=$(id -u ${USER})
# Handl e the run directory specified in the named container configuration file.
if [[ -d $VOV_CONTAI NER JOB RUNDIR ]]; then

wor kDi r Opti ons="--wor kdi r $VOV_CONTAI NER_JOB_RUNDI R - - mount type=bi nd, source=
${ VOV_CONTAI NER_JOB_RUNDI R}, t ar get =${ VOV_CONTAI NER_JOB_RUNDI R} "
el se

wor kDi r Qpt i ons="--wor kdi r $PWD"
fi
# Process limts into Docker options.

[imtOptions=""
if [[ -n $VOV_CONTAI NER_CORES && $VOV_CONTAI NER_CORES > 0 ]]; then
limtOptions+=" --cpus $VOV_CONTAI NER_CORES"

fi
if [[ -n $VOV_CONTAI NER RAM && $VOV_CONTAI NER RAM > 0 ]]; then
r anSpec="${ VOV_CONTAI NER_RAM n{

limtOptions+=" --nenory $ranBpec"
fi
if [[ -n $VOV_CONTAI NER TMP && $VOV_CONTAINER TMP > 0 ]]; then

# Use in-nmenory tnpfs for /tnp in container.

t npByt es=$( ($VOV_CONTAI NER_TMP* 1048576) )

[imtQOptions+=" --nmount type=tnpfs, destination=/tnp,tnpfs-size=$tnpBytes"”
fi
# Capture job environnent in a file for Docker to inport.

envFi | e=/t np/ ${ cont ai ner Nane}. env

env > $envFile

Use the Docker "run" conmand to create a container based on the "nyl nage"

cont ai ner i mage, setup networking, specify the user, capture the environnent,
and bi nd-nount the required directories for the job. Finally, the job itself
is passed in for Docker to execute. The inmage nust have the ability to resol ve
the job owner's U D, have access to the VOV software installation, and be able
to execute the vw job wapper along with the job command.

The "$@ variable will contain "vw <j obCrd> <j obArgs>".

HHFEHHHH

[E/ Note: Pay close attention to the comments in each hook example. Failure to follow the guidelines provided will
likely result in failure to integrate with the container solution, aswell as job failure. Any root-mode hook must be
owned by root on the filesystem.
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Hook Signatures

The configuration for each hook that is defined must contain a signature. The signature is used by the tasker to verify the hook
has not been tampered with since it was defined by the administrator. The signature can be obtained by using thevovsi gnfi |l e
utility. In the following example, the signature is highlighted in red:

# cont ai ner Hook set up root "/path/to/cl-setup.sh” 1211238920
cont ai ner Hook enter user "/path/to/cl-enter.sh” 97261574

# cont ai ner Hook cl eanup user "/path/to/cl-cleanup.sh" 5376821904
# cont ai ner Hook teardown root "/path/to/cl-teardown. sh" 8237156649

vovsignfile

Utility to obtain a security signature for files.

vovsi gnfile: Usage Message
Uility to obtain a security signature for files.
USAGE:
vovsi gnfile [ OPTI ONS] <FI LE>
OPTI ONS:
-h -- Show usage synt ax.
EXAMPLES:

% vovsignfile -h
% vovsignfile /path/to/file
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Streaming Data Service

The Streaming Data Service (SDS) publishes atime series data stream that can be consumed by existing Kafka systems and
compatible reporting tools to monitor VOV projects.

When Kafkais used as part of an infrastructure, multiple vovservers can now be enabled to provide time series data and events,
without negatively impacting server performance/scalability. This allows users to capture time varying datain order to see how
usage evolves over time.

Events Frequency

The metrics events are published at the same rate that metrics are calculated in the server. Thiswill vary by load but should be at
most every 10s on an active server, and possibly longer if the server is heavily loaded such that the scheduling cycle takes longer
than this. The project datais expected to be relatively static and is published every 4 hours. The command: vovser ver ngr
config sds.readconfig 1 will causethe updated project record to be published on execution.

Project I1Ds

To enable data from multiple projects to be collected on the same kafka infrastructure, each event will contain the field projld
which identifies the project which published the event. The projld field is formed by concatenating the project name, a hyphen, and
the vovserver instance's numeric generated unique id. e.g. "vnc-12345678"

SDS Configuration

On startup, the vovserver will create and/or update the following configuration items:

e SDS configuration directory, at the server working directory (SWD)/config/publisher §/sds, for example, . . / vnc. swd/
confi g/ publishers/sds

« SDSconfiguration file in the SDS configuration directory, sds. cf g
e Avro schemafiles (updated each time the server starts)

If thesds. cf g file does not already exist, the following default sds. cf g fileis created:

{

enabl ed = 0,
kaf ka_servers = ""
format = "json",
site = "",
group = "",
enabl e_j obdata = O,
events = {
project = {
schemald = O,
topic = "vov-projects",

t:askers = {
schemal d = 0,

topic = "vov-netrics-taskers",
Ji -
jobs = {

schemald = O,

topic = "vov-netrics-jobs",
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Iy
schedul er = {

schemal d = 0,

topic = "vov-netrics-schedul er”,
I
tasker = {

schemal d = 0,

topic = "vov-netrics-tasker",
I
taskerlist = {

schemal d = 0,

topic = "vov-netrics-taskerlist",
b
j obdata = {

schemald = O,

topic = "vov-jobdata",

I s
del etejob = {
schemald = O,
topic = "vov-del et ej ob",

Configuration File Parameters
Service level configurable parametersin sds. cf g:

Parameter Values Default
enabled Oorl 0
format "json” "json”
"confluent”
azure'
site string
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Description
Disable/enable SDS on
startup/readconfig
Specifies the Kafka payload

format to use:

"json": use plain text using the
JSON format

"confluent”: use AVRO
encoding with the schema
registry identifier used in the
Confluent services

"azure": usethe AVRO
encoding with the schema
registry identify used in
Azure's EventHub service.

User definable string to be
delivered with the project
record

/\ ALTAIR



Altair Accelerator 2024.1.1
Altair Accelerator Administrator Guide

Parameter Values
group string
debug Oorl
enable jobdata Oorl
enable jobarraydata Oorl
enable_systemjobs Oorl

Event Specific Configurable Parametersin sds.cfg
Each event has its own configuration section in the config file, for example, for the project event:

éi/énts = {
project = {
schemal d = 0,

topic = "vov-projects",
I s
Parameter Values
schemald integer or string

Proprietary Information of Altair Engineering
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Enabled

Disabled

Default

p.237

Description

User definable string to be
delivered with the project
record

Disable/enable SDS debug
logging on startup/readconfig

Disable/enable job events

Disable/enable job array
events. There will be events
for each job in the array

Disable/enable system job
events.

Description

N isastring, publish using
Azure EventHub encoding
where N isthe schema's
registry ID

N < 0, do not publish this
event

N =0, publish using single
object encoding
N > 0, publish using Confluent

encoding where N isthe
schemasregistry ID
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Parameter Values Default Description
topic string see event table The name of the Kafka topic
to which these events are
published.
format Overrides format for this event
. "" = use format specified at the
Json overall service level
"confluent”
"azure"

Kafka Configuration
The Kafka libraries enable some flexibility with configuration. For example, inthe publ i sher s/ sds/ sds. cf g file:
# kaf ka properties forwarded to rdkafka library for client config

kaf ka_properties = {
security = {

protocol = "ssl", # security.protocol =ssl
}!
ssl = {
ca = {
| ocation = "/hone/rhenry/Proj/confluent/ssl2/ca-cert" # ssl.ca.location=/

home/ r henry/ Proj/ confl uent/ssl 2/ ca-cert

certificate = {

| ocation = "/hone/rhenry/Proj/confluent/ssl2/client_hecto_client.pent #
ssl.certificate.location
}1
key = {
[ ocation = "/hone/rhenry/Proj/confluent/ssl2/client_hecto_client.key", #
ssl . key. | ocati on
password = "abcdefgh" # ssl.key. password
}
}
}
Kafkausessecurity. protocol = "ssl"”
However, there is flexibity to include an equivalent as security { protocol = "ssl" }.

The vovserver/SDS is passing the configuration through to the underlying Kafka libraries and network layer, making this feasible.

Change the Config Filefor theFirst Time

In order to use SDS for the first time, the user must perform the following operations:

1. Setthekaf ka_servers parameter inthe sds. cf g fileto the bootstrap server(s) for their kafka
installation; for example, kaf ka_servers = "kaf kahost: 9092" or kaf ka_servers =
"kaf kahost 1: 9092, kaf kahost 2: 9092"
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2. If publishing using the Confluent Schema Registry, then the following steps are also heeded:

a) Upload the schema files to the schema registry and note the I Ds assigned to each schema.

b) Assign the schemaregistry IDs discovered in step 1 to the eventsinthe sds. cf g file (see Event Specific
configuration below)

For theinitial release the Kafka published events are;

Event Name

project

taskers

jobs

scheduler

Description

(relatively) Static project

SchemaFile

information that may be useful
to join with time series data

Metrics related to the state and

capacity of the taskers

Metrics related to the number

of jobsin specific states and
rate of dispatch/completion

Metrics related to scheduler

performance, sizes, clients,

innerloop timers

The following events have been added in the 2022.1.0 release:

Event Name

deletejob

jobdata

jobdata

jobdata

jobdata

Event Type

DELETEJOB

INITIAL

UPDATE

PROPERTYADD

PROPERTYMODIFY

Proprietary Information of Altair Engineering

Description

Information about
deleted job like jobid,
user, name, host, etc/

Initial job datalike
jobid, command,
jobclass, status, etc.

Updated job data
like jobid, command,
jobclass, status, etc.

Information about job
new propertiesin the
format <name value>

Information about job
modified properties

VOV.projects.avsc

metrics.taskers.avsc

metrics.jobs.avsc

metrics.scheduler.avsc

Schema File

vov-deletgjob.avsc

vov-jobdata.avsc

vov-jobdata.avsc

vov-jobdata.avsc

vov-jobdata.avsc

Default Topic

Vov-projects

vov-metrics-taskers

Vov-metrics-jobs

vov-metrics-schedul er

Default Topic

vov-deletejob
vov-jobdata
vov-jobdata
vov-jobdata

vov-jobdata
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Event Name Event Type Description Schema File Default Topic
in the format <name
value>
jobdata PROPERTYDELETE  Information about job  vov-jobdata.avsc vov-jobdata

deleted propertiesin the
format <name value>

Changing the Config Fileat Run Time

The SDS configuration may be changed while the server is running.

1. The SDS service may be enabled/disabled by using the command:
$ vovserverngr config sds.enabled 1/0
2. Update the config file for the running server and/or publish a new project event with the following command:

$ vovserverngr config sds.readconfig 1
3. Thedebug setting may be enabled using:

$ vovserverngr config set debug flag SDS
$ vovserverngr config reset_debug_flag SDS

Troubleshooting

If the kafka_servers cfg parameter is not set correctly, the server log will contain entries like the following:

%8| 1610382360. 585| FAI L| r dkaf ka#pr oducer-1| [thrd:foo: 9092/ bootstrap]: foo:9092/

bootstrap: Failed to resolve 'fo00:9092': Tenporary failure in name resolution (after
1033ns i n state CONNECT)

%8| 1610382360. 585| ERRCR| r dkaf ka#pr oducer-1| [thrd:foo: 9092/ bootstrap]: 1/1 brokers
are down

93| 1610382363. 544| FAI L| r dkaf ka#pr oducer-1| [thrd:foo: 9092/ bootstrap]: foo:9092/

bootstrap: Failed to resolve 'fo00:9092': Tenporary failure in name resolution (after
993ns in state CONNECT, 1 identical error(s) suppressed)

If the kafka servers are not running or reachable, the server log will contain entries like the following:

93| 1610383215. 659| FAI L| r dkaf ka#pr oducer-2| [thrd: hecto: 9092/ bootstrap]: hecto: 9092/
boot strap: Connect to ipv4#127.0.1.1:9092 failed: Connection refused (after Ons in
state CONNECT, 1 identical error(s) suppressed)
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Environment M anagement

To ensure the correct and repeatable behavior of the tools, the environment must be controlled. This chapter explains how VOV
supports multiple reusable environments.

Environments Overview
When using the UNIX shell, it is standard procedure to establish aworking environment by setting environment variables within
the shell login script, such asthe. profil e or. cshrc file

The Altair Accelerator products are built to establish control and direction from the values of environment variables. The set of
such controlsis long enough that it makesit hard to manage all the values. A technique is supported to help manage the complexity
so that a person does not use a single monoalithic login script to set every possible environment variable.

This technique isto partition the set of control environment variable into working groups that are appropriate for usein certain
situations and by certain activities.

Each group is given a name, and tools are provided to modify the environment to add or delete environment variables by group
name.

The technique of using FlowTracer tools to set a particular working environment by name is used instead of doing a native UNIX
sourcing of avariety of different scripts as needed, or of one large script sourced at login.

Definitions and Benefits

In both UNIX and Windows platforms, there is a mechanism that all ows processes to communicate information to their
subprocesses environment variables. For example, in a shell, the following command can be used set the value of the environment
variable VOVDIR.

% set env VOVDI R /renot e/ VOV/ <ver si on>/ <pl at f or n»

All jobs started by the shell inherit the environment. This enables finding the root directory of the VOV installation by looking up
the value of the variable VOV DIR. The behavior of many programs is affected by such environment variables.

Environment indicates the collection of all the environment variables. A single environment that can execute al tools required
inaproject is desirable but not aways feasible. For example, if a project requires tools from many vendors, the PATH variable
may become too long. In other cases, there may be conflicting requirements for the value of some variables (for example,
LM_LICENSE_FILE). for these reasons, multiple environments are a val uabl e asset.

To address these issues, some users have developed amore or less unstructured collection of setup files, scattered around the file
system, leaving it up to the individual designersto remember to use those files when needed. Others have developed a system

in which the designers, instead of invoking the tools directly, invoke specialized wrappers. Wrappers set up the appropriate
environment for the tool on the fly before invoking the actual tool.

If you have scattered setup scripts, the VOV environment management facilities offers away to organize them under alogical
framework. If you have wrappers, you can keep using them as a complement to the VOV environment management facilities.
VOV environment facilities et you:

* Precisely control the environment used by each job in your flow

» Load each environment on demand rather than use an overloaded environment

» Simplify the shell startup script (suchas~/ . cshr c)

« Create many small environments that are optimized and easy to maintain
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» Share the environments across multiple shells (ksh, tcsh, ...)
« Share the environments among the project team members

* Share the environments among multiple projects

Environment Basics

Each VOV environment has a name. This name is an alphanumeric string, usually in uppercase. Underscores are also allowed. For
example, an environment could be named TEX for running Latex, and another environment named SYNOPSYS for running the

Synopsys tools.

The name of the current environment is represented by the environment variable VOV_ENV. If thisvariableis not set, VOV
assumes that the name is DEFAULT.

Environment definitions are found in the directory $VOVDI R/ | ocal / envi r onment s. The optional variable VOV_ENV_DIR
can be used to identify other directories where additional environments can be found. The value of thisvariableisalist of

directories separated by colons":" on UNIX systems and by semicolons ;" on Windows.

The environment files may be written in C-shell, in Bourne Shell, or Tcl. Regardless of the syntax used to describe it, any
environment can be used in any shell; an environment written in C-shell can be used, even if ksh is being used.

VOV stores the name of the environment that is used to execute each job. Before re-executing ajob, VOV switchesto the
appropriate environment. The switch of environment is actually performed on the taskers. Taskers cache environments, resulting in
instantaneous switches between environments.

Parameterized Environments

An environment definition may accept parameters. Thisis useful, for example, to select different versions of some tool.

Parameters are passed to the script either one of syntaxes shown below. The older syntax uses parentheses, which need quoting
when used from the shell

In this syntax, parentheses are used:

envi ronnent Nanme( par anet er 1[, paraneter?2]...)

In this'comma’ example, parentheses are not used:

envi ronnent Nane, par anet er 1], par anet er 2]

The parameters are a comma-separated list of tokens that are placed in parentheses after the environment name or after the first
comma. No spaces are allowed. Arguments cannot contain commas, spaces, quotes, or other specia characters. Proper quoting
must be used when switching to a parameterized environment from the command line.

Examples

These examples show how to add a parameterized environment. The two pairs of lines have the same effect.

% ves ' +D( DI SPLAY=t ahoe: 0. 0)"'
% ves ' +D, DI SPLAY=t ahoe: 0. 0’
% ves ' +SYNOPSYS(1998. 08)"

% ves ' +SYNOPSYS, 1998. 08’
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From inside the environment script, the parameters are accessible by means of the variable 'Sargv' in C-shell or thelist $ar gv in
Tcl. Parameters are passed to both thest art . t ¢l script, andtheend. t ¢l script.

For example, thisis the definition of the standard environment D:
# This is D.start.tcl
# An environment to define variabl es.
# Usage: ves +D, VARl=val ue, VAR2=val ue, . ..
foreach arg $argv {
if [regexp {([*=]+)=(.*)} $arg all var value] {
setenv $var $val ue
| append env(D_env_vars) $var

}
Multiple environment variables can be set while launching ajob using D using parentheses, like this:

%nc run -e "D(VOV_LIMT_maxproc=8192, VOV_LIM T openfil es=8192)" env

Multiple environment variables can also be set for individua jobs by using the comma notation without parentheses and without
quotes.

%nc run -e D, VOV LIM T _maxproc=8192, VOV LI M T _openfil es=8192 env

Inside ajobclass definition file, a parametrized environment can be specified like this:

set VOV_JOB DESC(env) "SNAPSHOT+D, VOV _LIM T _maxproc=8192, VOV_LIM T openfil es=8192"

Curly braces are also supported in the use of environment variables. This permits the use of commas, among other special
characters. For example:

nc run -e ' D FOO={val ue, wi t h, commas}, BAR=nor nal _val ue)'
and
ves ' D( FOO={ bar, baz})"

Another example:

set VOV_JOB_DESC(env) " SNAPSHOT
+D, VOV_LI M T_maxproc=8192, My_CSV_VAR={ a, b, ¢}, VOV_LI M T_openfil es=8192"

Composite Environments

Complex environments can be built via composition; use the operator "+" withves.

For example, if you there are two environments E1 and E2, they can be combined by switching to the environment E1+E2 as
shown below:

% ves E1+E2
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Order of Environment Components

The order of the environment componentsin environments is significant, because some environment definitions can be destructive,
while others may be in conflict with each other.

For example, the environment BASE sets the variable PATH to awell-defined list of directories, ignoring any previous value. For
this variable, the environments BASE and E1+BASE are identical, because it is completely determined by the BASE environment.
Note that in general, the environment BASE+EL is atrue composite environment (assuming that E1 is not destructive).

For example, to use tools from Synopsys and Virage, they can be run in the combined environment SYNOPSYS+VI RAGE as
shown below:

mars chi p@ercury BASE src/vhdl > ves SYNOPSYS+VI RAGE
mars chi p@ercury SYNOPSYS+VI RAGE src/vhdl >

Environment Examples

Thefollowing is an example of a start script for the environment named SYNOPSYS. Typically, this script is stored in: $VOVDI R/
| ocal / envi ronnent s/ SYNOPSYS. start. csh:

B e e B B e e e et
# Typi cal Synopsys Environment: SYNOPSYS. start.csh
HHEHH IR R R R R R R

set env SYNOPSYS / hone/ edal/ synopsys/ synopsys3. 0

setenv SI M ARCH sparc

setenv LD LI BRARY_PATH “vovenv APPEND -: $SYNOPSYS/ $SIM ARCH sinilib
$LD LI BRARY_PATH

set env  MANPATH “vovenv APPEND -: $SYNOPSYS/ doc/sim man $NMANPATH
set path = “vovenv APPEND $SYNOPSYS/ $SI M ARCH siml bin  $path’
set path = “vovenv APPEND $SYNOPSYS/ $SI M ARCH noti f/bin $path’
set path = “vovenv APPEND $SYNOPSYS/ $SI M ARCH syn/ bin  $path’
set path = “vovenv APPEND $SYNOPSYS/ $SI M ARCH sge/ bin  $path’

The following is another example of building a composite environment:

# -- A conbined environnent: call it COMBl.start.csh
# -- CGet Synopsys and EPIC tool s together.
source $VOVDI R/ etc/std. vov. ali ases

# Show two di fferent ways to use ves.
ves BASE+SYNOPSYS
ves +EPIC
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Refresh Environments

To save time while switching environments, taskers cache up to eight environments, which makes switching instantaneous. The
cached environments can be refreshed either through the GUI by clicking Project > Taskers control > Refresh environments, or
by entering:

% vovt askerngr refresh

Refreshing is necessary if you modify an environment after the taskers have cached it. Restarting the taskers achieves the same
result at aslightly higher cost.

i CAUTION: On Windows NT, refresh does not work. Y ou must restart the taskers instead.

Develop Environments

Each environment can be described with Tcl, C-shell, or Bourne-shell scripts, which allows the re-use of existing scripts. The Tcl
syntax is recommended; the resulting environment can be used on both UNIX and Windows systems, and Tcl supports aliases.

When necessary, the environment definition, written in any of the above languages, is automatically converted to use with Bourne-
shell and the derivatives of Korn-shell and bash, C-shell and derivatives, Tcl scripts, and DOS prompt.

Each environment is described by the files shown in the following table. A minimal description of an environment consists of the
start* script and the DOC file.

The. end* script isusually needed only for environments that are used with ves from the command line. The vovtasker binary
caches eight recently used environments. When all eight cache slots are full and a new one is needed, the least-recently used
environment is discarded without calling any of the. end* scripts.

Some C-shell implementations have small limits on some important variables, such as the length of the pat h. If environments are
needed that exceed those limits and tcsh is on the hosts, the . t csh script suffix can be used.

Note: A vovtasker does not execute jobs using any shell. Instead, a vovtasker usesthe execve() system call. The
shell implied by the environment script suffix is only used to compute the environment.

=

Suffix Language Description
start.csh C-shell Initialization scripts, executed before
entering the environment. If multiple
start. sh Bourne-shell scripts exist for the same environment,
VOV will prefer in the following order,
start. ksh Korn-shell
Tcl, C-Shell, Bourne-Shell, tcsh.
start.tcl Tcl
start.tcsh tcsh
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Suffix Language Description
end. csh C-shdll Termination scripts, read when exiting
the environment. See comment above
end. sh Bourne-shell about choice of language
end. t cl Tcl
end. tcsh tcsh
pre.tcl Tcl Executed before the execution of the job.
post . tcl Tcl Executed after the execution of the job.

General Rules
A good environment definition is minimal, incremental and reversible.

Note: These general rules are recommendations; they are not requirements. VOV works well with environments
that are not minimal, incremental, or reversible.

L=F

e Minimal: The definition adds only the minimum number of variables necessary to correctly execute a certain
class of tools.

e Incremental: It builds upon the original environment.
* Reversible: It ispossible to restore the original environment.

Rulesto Write Environmentsin c-shell

In this example, an environment is created. The environment is named MYENV, which contains the directory / usr /| ocal / bi n
in the path. The start script for this environment is$VOVDI R/ | ocal / envi r onnent s/ MYENV. start . csh.

In C-shell, either the shell variable pat h or the environment variable PATH can be set. An example follows:

# -- This is MYENV.start.csh
set path = ( /usr/local/bin $path )

[E/ Note: This solution has a disadvantage. Switching to the MYENV environment, the resulting PATH may contain
duplicatesof / usr/ | ocal / bi n. Inthelong run, it is possible for the PATH variable to exceed its maximum
allowed length (about 1kB), which can be imposed by some implementations of csh.

A better solution avoids duplicates. For this purpose, use vovenv, which is a script to manipulate environment variables. The
usage for vovenv is:

vovenv OPERATI ON [-col on] wordli st

Operation Description

DELETE Deletes word from list.
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Operation Description

APPEND Adds the word at the end of the list.

PREPEND Adds the word at the beginning of the list.

If -colon isused, the list is assumed to be colon-separated, as for the environment variable PATH. Otherwise, it is a space-
separated list such as the C-shell variable pat h; Instead of -colon, -: can be written.

For example:

# -- This is a better MYENV.start.csh
set path = “vovenv PREPEND /usr/local/bin $path

Inthe MYENV. end. csh file, revert the changes made by the start script with the operation DELETE of vovenv as shown below.

Note: This practice should be applied to al the environment variables that describe lists of files or directories, such
as PATH, MANPATH, LD_LIBRARY_PATH and LM_LICENSE FILE.

L=F

For example:

# -- This is MYENV. end. csh
set path = “vovenv DELETE /usr/local/bin $path

Rulesto Write Environmentsin Tcl

If you are familiar with Tcl, consider writing the environment definitions in this language. The advantage is the portability between
UNIX and Windows.

=] Note: Tcl must be used to describe environments for Windows.

L=l

To write an environment in Tcl, it isimportant to remember that al environment variables are available through the associative
array env( ) . For example, the value of the variable VOVDIR is accessible as $env( VOVDI R) . You aso need to become
familiar with the following Tcl procedures supplied by VOV:

set env nane val ue

unset env nanme ...

vovenv nane separator op arg ...
alias nane words ...

These procedures look similar to their C-shell equivalent. In fact, they are Tcl procedures that are defined in $VOVDI R/ t cl /
vtcl/vovenvutils.tcl.

The procedures set env and unset env behave as their C-shell counterparts. The procedure vovenv has the same functionality
asthe shell utility vovenv, but with adifferent syntax. Refer to the VOV/Tcl book for more information about these procedures.

Error handling: if errors are detected while processing of the environment definition, do not call exi t . Instead, use the call
error.

The environment MYENV that was described in the previous section can be described with the Tcl syntax as shown below.
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[E/ Note: Becausethecolon":" isused as a path separator, this example only works for UNIX. (The example shown
after this works with Windows.)

# This is MYENV. start.tcl
vovenv PATH : PREPEND /usr/| ocal / bi n

# This is MYENV. end. t cl
vovenv PATH : DELETE /usr/local/bin

To have an environment that also works on Windows the following form can be used:

# This is MYENV.start.tcl

if { $::tcl_platform(platform) eq "w ndows" } {
# Quote ; because it is the command separator in Tcl.
vovenv PATH ";" PREPEND c: /| ocal /bin

} else {
vovenv PATH : PREPEND /usr/local/bin

}

For Windows environments, care must be taken in dealing with case insensitivity and with the confusion between backward

and forward slashes. The variables Temp and TEMP are indistinguishable in Windows, because they differ only in case. In Tcl,
however, env( Tenp) and env( TEMP) aredistinct and only one of the two can be used. If the value of an environment variable
is needed, first call the procedurent _pr epr ocess_env to create an upper-case only version of the variable:

set tnpdir $env(TEMP) ;# May not work

nt _preprocess_env
set tnpdir $env(TEMP) ;# Guaranteed to work.

Another useful procedureisnt _sl ashes, which is used to convert the direction of dashesin file names. Example:

Nt _preprocess_env
set tnpdir [nt_slashes $env(TEWP)]

Support for Aliases

Some customers desire the ability to define aliases in environments. Aliases are useful shorthands and reduce typing. They are
useful only in command shells. Aliases are not used when taskers execute jobs.

To define an alias, you have to describe an environment using Tcl syntax. Aliases defined in the environment become available to
the following shells: C-shell, Tcsh, Korn-shell. They are not available in Bourne-shell or in DOS.

The synopsisto define an dliasis:
alias NAME WORD . ...
For example: define an aliascalled 'I' for 'Is -sF:

# At the end of $VOVDI R/ | ocal / envi ronnent s/ BASE. start.tcl
alias IIl |Is -sF

% ves BASE% alias |||
s -sF
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Pre and post Conditions

As part of environment definition, you can prepare two scripts, called NameOf Env. pre. t ¢l and NameOf Env. post.tcl,
which can be used to take care of pre- and post-conditions on ajob by job basis.

Pre-Command and Post-Command Job Conditions

When ajob is being submitted, a pre-condition and/or a post-condition can be specified.

e pre-condition: ascript that is executed before the job is executed.
e post-condition: a script that is executed after the job has completed. The post-condition is typically used to perform cleanup,
such as deleting temporary filesin/ usr/t np.

Example scripts are available in the following directories: $VOVDI R/ et ¢/ pr e and $VOVDI R/ et ¢/ post .

Pre-condition

A pre-condition is executed before the job isrun. It isinvoked with a single argument: the ID of the job. A pre-conditionis
executed with the same credentials as the job (userid, os-groupid) and isin the same directory of the job.

 If the precondition script fails by exiting with a status different from O (zero), the job will not be run and the exit status of the
job will be the exit status of the pre-condition script.

« If the exit status of the pre-condition script is within the range 201-215, the automatic rescheduling condition will occur and
the job will be rescheduled on a different host or on a different tasker.

Post-condition

The post-condition script isinvoked with two arguments: the ID of the job and the exit status of the job. The post-condition is
executed with the same credentials as the job (userid, os-groupid) and in the same directory of the job.

* When the post-condition script is invoked, thejob is still running.
» The post-condition is executed after the job, even if the job fails, but it is not executed if the pre-condition fails.

e Theexit status of the post condition overrides the exit status of the job. It needs to explicitly return the exit status of the job
when that is the requested behavior (see the example scripts).

Submit Jobswith Conditions
Use the options -pre and -post with nc  r un to specify the pre- and post- conditions.

% nc run -pre $VOVDI R/ etc/ pre/ pre_check.sh sleep 10
% nc run -post $VOVDI R/ et c/ post/ post cl eanup. sh sl eep 10

Log Files
The standard output from the pre- and post-commands is saved in log files. The location of the log filesis determined by the value

of the environment variable NC_LOGDIR. If NC_LOGDIR is not set, the files are stored in the directory . / vnc_| ogs, relative
to the current launch directory.

In the following example, NC_LOGDIR is not set, and the run directory is~/ t est rundi r:

[ goet z@yoet z1 ~/testrundir]$ pwd
/ home/ goet z/ t estrundi r
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[goet z@oetz1 ~/testrundir]$ Is
vnc_| ogs
[ goet z@oetz1 ~/testrundir]$ Is -a vnc_I ogs/
20210726 . precnd. 000083865. 1 og . precnd. 000083885. | og snapshot s

Thelog files are created with zero size if the pre- and post-commands redirect al the output of the files. At the end of the job, if
these files are zero length, they are automatically deleted to reduce disk space overhead.

Thelog files are named according to the following rules:

. precnd. $j obl D. | og
. post cnd. $j obl D. | og

The pre- and post-command log files can optionally be located in the same directory as the job logfile. For example:

nc run -pre "nyprecommand > @OBLOGDI R@ @OBI D@ pre.out” -1 path/to/an/existing/

di rect ory/ nycomrand. out -- mycomrand

nc run -post "mypostcomuand > @OBLOGDI R@ @OBI D@ post . out" -1 path/to/an/existing/
di rect ory/ mycommand. out -- nmycomrand

Thiswould result in the respective pre- and post-command logfiles being written to the directory pat h/ t o/ an/ exi st i ng/
directory.

[E Note: Whenusingthenc run command after forgetting jobs that have pre- and/or post-commands, it does
not automatically remove the pre- and post-command . | og files. If these files are not zero length, they must be
removed manually.

M anage Umask

The umask feature is used on UNIX to set the permissions on new files and directories. VOV supports umask with the environment
variable VOV_UNMASK. This variable is checked by the wrappers (vw, vov, etc. ). When set, the wrapper adjusts the umask
accordingly.

The environment variable VOV_UMASK is automatically set to the value of the umask in the submit environment when using an
environment snapshot in Accelerator.

If using a named environment, VOV_UMASK may need to be set separately. To do so, add D{ VOV_UMASK=val ue) tothe
environment specification.

[E Note: Thelogfileof thejob is created by the vovtasker, and its mode is controlled by VOV_UMASK. However, the
date-stamped directory YYYYMVDD under vnc_| ogs is created at job submit time by thenc r un command; the
file permission (mode) of the logfileis controlled by the umask in the submit shell.

Exampleswith VOV_UMASK
This section provides examples of using VOV_UMASK.
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In the following example, the umask is set in the current shell to avalue that is different from the oneinthe~/ . cshr c file. The
077 umask removes all permissions from group and others.

% umask 077

% unask

77

% grep umask ~/.cshrc

unmask 022

%nc run -v O -r unix -w csh -c umask
----STARTI NG ON sone- host - nane- - - -

22

----END OF LOG - - -

----EXIT STATUS O----

The next example shows the umask value that isset inthe~/ . cshr c file, since the csh ran that file when it started. This value
overrides the value that is captured in the environment snapshot.

%nc run -v O -r unix -w csh -fc unask
----STARTI NG ON sone- host - nane- - - -

77

----END OF LOG - - -

----EXIT STATUS 0----

The following example shows the umask value that is set in the current shell, captured in the snapshot environment and reproduced
in by vw2. That shell does not runthe ~/ . cshr c file because of the -f option. The snapshot file contains the following:

VOV_UMASK=' 077
export VOV_UVASK

The next example shows a umask value that is different from the current shell, that was most likely inherited from the one set
up in the startup script of the owner of Accelerator. It could also be set by VOV_UMASK in the startup script for the BASE
environment. The BASE environment shipped by Altair does not set VOV_UMASK.

%nc run -v 0 -e BASE -r unix -wW c¢sh -fc unask
----STARTI NG ON sone- host - nane- - - -

22

----END OF LOG - - -

----EXIT STATUS O----

The following example shows the umask value that is set by the VOV_UMASK environment variable, which is different from both
the current shell, and the shell startup file.

%nc run -v 0 -e ' BASE+D( VOV_UMASK=055)"' -r unix -w c¢sh -fc unmask
----STARTI NG ON some- host - nane- - - -

55

----END OF LOG - - -

----EXIT STATUS O----

The following example creates the logfile named by the command, and possibly the 20060713 subdirectory of vnc_| ogs, if it did
not exist. The subdirectory is mode 0700, since it wasinitialized from the umask in the current shell.

The logfile itself, 162014.8525, has mode 0620 because it was initialized from the OR of umask 055 and 666 in the wrapper vw2.

% nc run -e ' BASE+D( VOV_UMASK=055)"' -r unix -w date
Resour ces= uni x CPUS/ 1
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Env = BASE+D( VOV_UMASK=055)
Command = vw date
Logfile = vnc_l ogs/ 20060713/ 162014. 8525
Jobl d = 00424353

----STARTI NG ON sone- host - nane- - - -
Thu Jul 13 15:57:56 PDT 2006
----END OF LOG - - -

----EXIT STATUS O----

%ls -1d vnc_I| ogs/ 20060713

drwx------ 2 cadngr rtda 4096 Jul 13 15:57 vnc_I| ogs/ 20060713
%Ils -1 vnc_l ogs/ 20060713
-rW-w--- 2 cadngr rtda 29 Jul 13 15:57 vnc_I| ogs/ 20060713/ 162014. 8525

Environment Debugging

A faulty or incomplete environment definition can cause problems with running jobs. Example: A job succeeds when executed
directly from the command line but fails when executed by the taskers.

The utility t asker debug can be used to debug the environments used by thet asker debug. This utility printsall environment
variables, aliases and equivalences into the file that is given asits first argument. In the following example, the environment named
BASE is debugged, and base. out isthe output file:

% ves BASE
% vov taskerdebug base. out

The command can now be retraced on selected taskers and check the filebase. out for clues about the problem with the
environment. If necessary, use the resource mechanism to direct the job to the desired tasker.

[E Note: Thet asker debug command isimplemented asacsh script on UNIX, and a. bat script for Windows.
The command nachi nf o can also be used, which isimplemented in Tcl. Implemented in Tcl alows using this
command in either UNIX or Windows. This may be preferred, asthe machi nf o output provides more information
than the command t asker debug on Windows.

Environment Checking

To verify if an environment is good, use vovenvcheck, which checksthat all variablessetinthest art . * file are properly
unset intheend. * file. Example:

% vovenvcheck env_nane

Environment Management: Limits

In addition to environment variables, hard and soft limits can affect tool behavior. Hard and soft limits are set in the shell and are
imposed by the operating system. Both UNIX and Windows provide a mechanism for processes to communicate information to
their subprocesses via environment variables.
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VOV uses specia environment variables to communicate limit information. The environment variables are named
VOV_LIMIT_<name>. nane isthe name of the limit, such asVOV_LIMIT_cputime.

A complete list of VOV_LIMIT_<name> environment variables include:

Variable
VOV_LIMIT_coredumpsize
VOV _LIMIT_cputime
VOV_LIMIT datasize
VOV_LIMIT filesize
VOV_LIMIT_maxproc

VOV _LIMIT_memorylocked
VOV_LIMIT_openfiles
VOV_LIMIT_stacksize

VOV _LIMIT_vmemoryuse

Value Type
ByteSpec

VOV TimeSpec
ByteSpec
ByteSpec
Ignore any unit
ByteSpec
Ignore any unit
ByteSpec

ByteSpec

The variables are interpreted in the wrapper program vw2 which usesthe C-languagegetrlimt()/setrlimt () system

callsto set the limits for the child process when the job runs.

The value of avariable can be either of the following (depending on the value type):

« A ByteSpec, which is a sequence of digits followed by an optional unit indicator |etter, e.g. 5M

* A TimeSpec, which is a sequence of integers and unit indicators, e.g. 3m, or 4h30m

« A sequence of digits without a unit indicator, e.g. 1000 (applicable to all value types)

e Thestring value 'unlimited' (applicable to al value types)

The recognized unit indicators (case insensitive) for the ByteSpec format are:

* K, kilobytes (same as no unit indicator)
e M, Megabytes (multiply by 1024)
* G, Gigabytes (multiply by 1024* 1024)

. T, Terabytes (multiply by 1024* 1024* 1024)

The recognized unit indicators (case insensitive) for the TimeSpec format are:

e s, Seconds (same as no unit indicator)
¢ m, Minutes (multiply by 60)

h, Hours (multiply by 60* 60)

d, Days (multiply by 60* 60* 24)

w, Weeks (multiply by 60* 60* 24*7)
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y, Years (multiply by 60* 60* 24* 365)

In Accelerator, the limit can be set at submission time. In the following example, alimit of 20 seconds of CPU is set for ajob.

%nc run -e ' BASE+D(VOV_LIM T_cputi me=20)' .... shortjob. csh
% nc run -e ' BASE+D(VOV_LI M T_vnenoryuse=5G"' .... bigjob.csh
% nc run -e ' BASE+D(VOV_LIM T_vnenoryuse=5G@"' .... bigjob.csh

In the following example, the command lines provide the roughly equivalent limit of 5GB for ajob.

% nc run -e ' BASE+D(VOV_LI M T_vnenor yuse=5000M) ' .... bigjob.csh
% nc run -e ' BASE+D(VOV_LIM T_vnenoryuse=5Q "' .... bigjob.csh
% nc run -e ' BASE+D(VOV_LIM T_vnenor yuse=5000000k)"' .... bigjob.csh

The multipliers used with the memory specifications for limits are as follows: 'k’ (KiB, 1024=2"°, kibibytes) 'M' (MiB, 2%°,
mebibytes) 'G' (GiB, 2°°, gibibytes) and 'T' (TiB, 2%, tebibytes). The multipliers are case-insensitive.

If an integer has no unit specification, kilobytes are the units used. For example, 1024K is the same as 1024. In addition, using
unl i m t ed asavalueis acceptable.

The following two examples show how to find the current limits.

Forcsh/ tcsh:

% limt

cputi me unlimted
filesize unlimted
dat asi ze unlinmted
st acksi ze unlinted
cor edunpsi ze 0 kbytes
VITENDr yuse unlimted
descriptors 1024
nmenor yl ocked unlinted
maxpr oc 2048
openfiles 1024

For sh/ bash:

bash-2.05% ulimt -a

core file size (bl ocks) unlimted
data seg size (kbytes) unlimted
file size (bl ocks) unlimted
max | ocked nenory (kbytes) unlinited
mex menory size (kbytes) unlimted
open files 1024

pi pe size (512 bytes) 8

stack size (kbytes) unlimted
cpu tinme (seconds) unlimted
max user processes 5119
virtual nenory (kbytes) unlimted

## Use option -Hto get the hard-limts
bash-2.05% ulimt -a -H

In most cases, everything in the shell startup file can be set as unlimited. This setup gives the tools the greatest possibility of a
successful run. It is extremely rare for this method to not work.
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When an environment snapshot is used when submitting jobs to Accelerator, the limits in the submission environment are captured
automatically.

If using a named environment, the following Tcl codeinthe ENV. st art . t cl script can be used to set the variables for limits
and umask. Thisisthe same as what is done in the environment snapshot.

if { [info conmand vtk umask get] !'= {} } {
setenv VOV_UVASK [vtk umask get]
catch {
vtk limts get limt
foreach n [array nanes limt] {
setenv VOV_LIMT $n $limt($n)
}

Tcl-language API

VOV providestwo API proceduresto get and set thelimits, vt k_Iimts_get andvt k_| i m ts_set.Both procedurestake a
single array parameter, which contains the limits, keyed by name.

Because different platforms have different limits available, the VTK procedures support only a common subset of limits.

The following names are supported:

VTK Limit Procedure Name Description

stacksize Size of process stack segment, bytes
datasize Size of process data segment, bytes
cputime Maximum process CPU time, seconds
filesize Maximum file size, bytes
coredumpsize Maximum core dump file size, bytes

In the following example, Tcl code is used to eliminate cor e files by setting the cor edunp size limit to zero:

catch {
vtk limts get L ; # get existing limts into array L
set L(coredunpsize) 0 ; # set coredunp limt
foreach n [array names L] {
setenv VOV_LIMT $n $linmt($n) ; # propagate linmts to envVars
}

The SNAPSHOT and SNAPPROP Environments

The SNAPSHOT Environment

If the environment variable VOV_ENV is not defined or if it is defined and it contains the keyword SNAPSHOT, the submission
procedure creates a snapshot file with all current environment variables, excluding some troublesome variables, listed later in
this section. The snapshot fileistypically invnc_| ogs/ snapshot s/ $LOGNAME/ $VOVARCH envNNNNN. env where
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NNNNN is a hash of the content of thefile, and it is used to quickly share existing snapshots between files. After the snapshot file
has been created, the environment of the job is modified so that the SNAPSHOT environment gets a parameter which isafull
name or arelative name to the snapshot file. The snapshot file is chosen based on the value of the variables NC_LOGDIR and
NC_SNAPSHOTDIR.

For example:

% nc run -e SNAPSHOT sl eep 10
Fai rshare= /ti nme/ users.john

Resour ces= nmacosx

Env = SNAPSHOT(vnc_I| ogs/ snapshot s/ j ohn/ macosx/ env13378. env)
Command = vw sleep 10

Logfile = vnc_logs/20121013/124703.55776

Jobl d = 007470870

The SNAPPROP Environment

It has been proven that under heavy load, many NFS servers are not fast enough to deliver the SNAPSHOT file to the remote host
on which jobs need to be executed. Thisis particularly tough to debug because by the time one is ready to investigate ajob failure
caused by a bad snapshot file, the file has become available on the remote host.

Accelerator implements an alternative way to deliver the snapshot information to the remote job which does not rely on NFSfiles
but rather on properties attached to the job. The downside of this approach is an increase in memory use by the main vovserver in
Accelerator, such on the order of one additional GB for about 100,000 jobs, although this does not seem to be much of a problem
on current hardware.

Currently, the only way to use the SNAPPROP environment isto use option -epinnc run.

% nc run -ep sleep 10
Fai rshare= /tinme/users.john

Resour ces= nmacosx
Env = SNAPPROP( @ OBl D@
Command = vw sleep 10
Logfile = vnc_logs/20121013/123218. 26892
Jobl d = 007470866
% nc info !
I d, User, G oup 007470866, j ohn. staff,/tinme/users.john
Envi r onment SNAPPROP( 007470866)
Directory / User s/ j ohn
Comrand sl eep 10
Resour ces NMACOSX
Submitted from mac09
Submi tted at Sat Cct 13 12:32:18 PDT 2012
Priorities schedul e=nor mal executi on=nor nal
St at us Done

Host mac09

Queue Wit Os

CPU Ti ne 0. 00

Max RAM oMVB

Dur ati on 11

Age 9s

Aut oFor get 1

Customize SNAPSHOT Behavior

Some aspects of the environment snapshot procedure can be customized by the administrator viathe $VOVDI R/ | ocal /
vovenv. confi g. t cl file. Thesettingsin thisfile apply to both file and property-based snapshots.

/\ ALTAIR

Proprietary Information of Altair Engineering



Altair Accelerator 2024.1.1
Altair Accelerator Administrator Guide

Variable Blacklisting

p.257

It may be desirable to prevent some environments variables from being carried over from the submission environment to the job

execution environment. A blacklist can be established viaa Tcl list variable named badVarList.

« ANIMALS

« HOST

« HOSTNAME

« LC_COLLATE
« LC CTYPE

« LC_MESSAGES
« LC_MONETARY
« LC_NUMERIC
« LC_TIME

« LS COLORS
« OSREV

« OSTYPE

« PROMPT

- PWD

« SHELL

e SHLVL

« TERMCAP

« TK_TABLE_LIBRARY

« USERNAME
« VOVARCH
« VOVDIR

* VOVSAVEPROMPT

« VOV_ENV
« VTCL_LIBRARY
 VTIX_LIBRARY
« VTK_LIBRARY
«  WINDOWIDTERM

* WINDOW_TERMIOS

Other Settings

maxEnvSze

Specifies the maximum size, in bytes, the submission environment is allowed to be for the environment snapshots.

Example File

# Exanpl e of $VOVDI R/ | ocal / vovenv. confi g. tcl
| append badVar Li st
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set nmaxEnvSi ze 10000
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Directoriesand Files

Working Directories and Equivalences

The directory where the top level job is executed must be visible and accessible to both the Accelerator vovserver, which is
running on UNIX, and the remote Windows NT machine.

Thisis normally not alimitation, since thereis always at least one directory that satisfies this requirement, the one of the
Accelerator installation itself. Nothing prevents you from changing to any other directory as part of the job.

It isimperative that you explain to the Accelerator vovserver the naming equival ences between UNIX files and Windows NT
files. Keeping up with our examples, the path to the Accelerator installationis/ usr/ 1 ocal /rt daon UNIX andf:\rtdaon
Windows NT. This can be described in thefilevnc. swd/ equi v. t cl as:

# Fragnent of vnc.swd/ equiv.tcl
vt k_equi val ence NCROOT /usr/local/rtda
vt k_equi val ence NCROOT f:/rtda; # Notice the forward sl ashes!!

where NCROOT is the "logical name" we want to use for both the directory / usr/ 1 ocal /rt daand/ usr/ | ocal / rt da.

After you changethevnc. swd/ equi v. t cl file, you must aways do afull reset:

% ncngr reset -full

Canonical and Logical File Names

VOV clients and server exchange dependency information by using file names; each file needs a single name that is valid on both
the client and the server.

It may seemsthat each file, could useits full path as its unique name. However, afile may and will have more than one name for
the following reasons:

e Links, both hard and symbolic, alows multiple full paths for the samefile.

« For any filg, it is possible to generate an infinite number of full paths by using the "dot" and "dot-dot" notation (for example,
[usr/bin/ls canasobewrittenas/usr/../usr/bin/./Is).

* Thesame file may have different full paths on different hosts due to how the file systems are network mounted.

Canonical Names
VOV defines the canonical name of afile to be the full path obtained by removing all symbolic links and all "dots".

In this example, afile system contains the following link:

/users/john/projects --> /sandbox/ projects

With the relative path ~/ pr oj ect s/ vhdl / vt ech/. ./ syn/ vt ech. v, with respect to the user j ohn, the following
transformations would apply:
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The non-canonical path ~/ proj ects/vhdl /vtech/../syn/vtech.v

after tilde expansion becomes /users/john/projects/vhdl/vtech/../syn/vtech.v

after removing the symboalic link becomes / sandbox/ proj ect s/ vhdl /vt ech/../syn/vtech.v

by removing the double dot becomes canonical / sandbox/ proj ect s/ vhdl / syn/ vt ech. v

L ogical Names

A canonical name is then turned into alogical name. A logical name is one in which the file name begins with the value of a
variable.

For example, the name ${ HOVE} / f 00. c islogical, while/ user s/ hone/ j ohn/ f 0o. ¢ isnot.

The use of logical namesis critical because the value of the variable used in the name is allowed to be different on different hosts.
Thisisto account for the different ways the file systems are mounted across the network.

For example, the variable ${ HOVE} may pointto/ user s/ home/ j ohn on aUNIX machineand to h: / j ohn on aWindows
NT machine.

All filenamesin VOV arelogical and canonical names. The logical names are formed according to the rules defined in the equiv.tcl
file.

There are two further advantagesin using logical canonical names:
» Theaverage length of names is reduced, which reduces the storage requirements for the trace.

e Thetrace can be easily moved from one file system to another.

Define Equivalencesfor File Names

There are multiple methods to define the equivalences used to compute the canonical names of files and directories.

For example:

* Instruct the server to parse theequi v. t ¢l fileand provide entriesto clients. Thisis the default behavior. Note that for this
case, equivalences that reference an environment variable should not resolve the variablein thisfile, in environments that
will have both UNIX and Windows clients. Instead, they will need to be resolved by the client upon receipt. Thisis done by
enclosing the equivalence value inside curly braces and referring the environment variable as 3V ARNAME as opposed to the
Tcl format of $env(VARNAME).

< Instruct clientsto read the file directly. Thisis alegacy method that requiresthat all clients have access to the server working
directory so they can parsethe equi v. t cl filefor entries, and read/write access to the equi v. caches directory so
the entries can be written to a host-based cache file for future use. In this mode, environment variables may be resolved in
thisfile, but the behavior will be the same as not alowing them to be resolved. To resolve them in thisfile, the equivalence
value should not be wrapped with curly braces and the environment variable should be referred to in the Tcl format of
$env(VARNAME). This method is enabled by setting the VOVEQUIV_CACHE_FILE environment variable to "legacy".

* Instruct clients to read a specific cache file only. Thisisaspecial method used in corner cases where directories may
not be the same but should be forced to be considered the same. Thisis utilized mainly by Monitor agent single-file
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distributables. In this mode, environment variables may be resolved in thisfile, but the behavior will be the same as not
alowing them to be resolved. To resolve them in this file, the equivalence value should not be wrapped with curly braces and
the environment variable should be referred to in the Tcl format of $env(VARNAME). This method is enabled by setting the
VOVEQUIV_CACHE_FILE environment variable to avalid equivaence cachefile path.

EquivalenceFile

The equivalencefile (equi v. t cl ) definesthe rules to generate logical names. Thisfileis used by al clients aswell as by the
server. ThisfileisaTcl script. The fundamental procedure used in this scriptisvt k_equi val ence.

The procedurevt k_equi val ence hasthe following purposes:

« Themain purpose isto define an equivalence between alogical name and aphysical path, asin:

vt k_equi val ence TOP /export/ projects/cpu
vt k_equi val ence TOP p:/cpu

[E Note: Thephysical path need not be canonical. The definition is silently ignored if the physical path does not
exist.

* The secondary purpose isto control the case sensitivity for file names, using the options -nocase or -case. With -nocase, all
names are canonicalized to lowercase, which is useful when the vovserver is running on a Windows NT machine.

e Thethird purposeisto control whether the AFS paths should be supported. If the -afs option is used, then all paths of the type
/ . aut onount / host nanel/ r oot / aaa become/ net / host nanel/ aaaa

The procedurevt k_equi val ence also has side effects:

» Theenvironment variable corresponding to the logical nameis set, if it does not exist already (that is, the variable
$env(TOP)).

* TheTcl globa variable corresponding to the logical name is set to the value of the environment variable (that is, the variable
$TOP).

Example Uses of vtk_equivalence
See the following example:

# -- HOVE should not be used in nulti-user projects, because it has a
# -- different value for each user. Use it only in single-user projects.

vt k_equi val ence HOVE $env( HOVE)
# -- VO R is always defined and these equival ences are al ways useful.

vt k_equi val ence VOVDI R $VOVDI R
vt k_equi val ence VOVDI R $VOVDI R/ . ./ commpn

# -- Data directories.

vt k_equi val ence TOP /export/projects/cpu; # This is for Unix
vt k_equi val ence TOP p:/cpu ; # This is for Wndows

# Unconment this if you need AFS pat hs.

# vtk _equival ence -afs
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For another example of equivalence file, see the defaullt file for the "generic" project type $VOVDI R/ | ocal / Pr oj ect Types/
generic/equiv.tcl.

Define Host-specific Overridesfor the Server-side Equivalence Cache

The server-side equivalence cache can be accessed viathe VTK Tcl APl using vt k_equi val ence_get _cache OPTI ON.
When passing a host name in for OPTI ON, the equivalences for that host will be returned. When passing an empty string in for
OPTI ON, thelist of host names that have entries is returned. By default, a special host name of *_default " is used for the server-
side cache that appliesto all clients.

The server-side equivalence cache can be set with viathe VTK Tcl APl usingvt k_equi val ence_set cache HOSTNAME
VALUES, where HOSTNANME is the name of ahost or the"_default ", and VALUES isa Tcl list with an even number of elementsin
the form LOG CAL_NAME PHYSI CAL_PATH.

vt k_equi val ence_set cache |in0201 "HOVES /honmes VOVDIR /tnp_mt/tool s/rtda/current/"

The equivalences can also be viewed and managed via the web Ul on the Equivalences page.

Historical Job Data Files

vovserver creates a CSV (comma-separated variable) file containing data about each job that ran. This format may be directly
imported into many spreadsheet and database programs. The jobs files are stored in the j obs subdirectory of the vovserver
configuration directory.

For example, for the default setup of Accelerator, the job files are stored in the directory as shown below:

$VOVDIR/ . ./../vnc/vnc. swd/j obs

Thejobsfiles are rotated automatically each day by the vovserver, and older ones are compressed. Each file is named according to
the day it appliesto, in theform YYYY. MM DD, where YYYY isthe year, MMis the 2-digit month, and DD is the two-digit day of
the month.

Each file contains afew header lines that identify the format version and the order of the fields. In the following example, the
backslashesindicate line breaks inserted for readability. The comment denoting the fieldsis actually onelong line. The available
fields may vary by jobsfile version as shown below:

# V1

# T 1173942608

# FI ELDS: | D, JOBCLASS, PROJECT, GROUP, USER, OSGROUP, DP, DI R, ENV, TOOL, JOBNANME,
SPRI ORI TY, XPRI ORI TY, RESOURCES, GRABBED, LI CENSES, SUBM THOST, EXEHOST, DPHOSTS,
SUBM TTI ME, STARTTI ME, ENDTI ME, STATUS, EXI T, MAXRAM CPUTI ME, QUEUE

Jobs File Fields Description
The following table shows the type and meaning of the fields in the jobsfile.

Field Name Data Type Description

ID %d Numeric ID of the job
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Field Name

JOBCLASS

PROJECT

GROUP

USER

OSGROUP

DP

DIR

ENV

TOOL

JOBNAME

SPRIORITY

XPRIORITY

RESOURCES

GRABBED

LICENSES

SUBMITHOST

EXEHOST

DPHOSTS

Data Type

%S

%s

%s

%s
%S

%d

%s

%s

%s

%s

%d

%d

%S

%s

%s

%s

%s

%s
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Description

Name of jobclassin which job was
submitted; may be empty

Name of management project on behal f
of which job wasrun

Name of FairShare group in which job
was run

Name of user as which thejob ran
List of user.group

Boolean; 1if distributed paralel job, O if
not

Working (run) directory of the job

Name of the environment in which the
job wasrun

Name of the program (first word on
command line) that the job ran

User-assigned name of the job; may be
null

User-assigned scheduling priority of the
job

User-assigned execution priority of the
job

Resources requested by the job

Resources actually assigned to the job,
after all mapping

License features used by the job

Name of host from which job was
submitted

Name of host on which job was executed

List of host names on which distributed
parallel job was executed
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Field Name Data Type Description
SUBMITTIME %d Time job was submitted, seconds since
the Epoch
STARTTIME %d Time job started running, seconds since
the Epoch
ENDTIME %d Time job finished running, seconds since
the Epoch
STATUS %s String describing status of the job, e.g.
'‘Done'
EXIT %d Exit status of the job, e.g. 0
MAXRAM %d Maximum RAM used by the job, in
MBytes
CPUTIME %d Cumulative CPU time used by the job, in
seconds
QUEUE %d Time the job waited in queue, in seconds
Journals

The vovserver records all eventsin ajournal file that residesin athe subdirectory j our nal s/ of the server configuration
directory.

Each journal hasanameintheform YYYY. MM DD. j r n. A new journal is started each day; older journals are compressed
automatically, but not removed. For along-running VOV project, it may be necessary to set up the vovcontrab or another means to
manage the size of the journal's directory.

In the current release, the journals are intended for machine consumption, and are terse and cryptic. These journals are to be used
for auditing and troubleshooting.

Thejournals can be browsed on the Journals page. This page can display only the events that are related to a specific node, or al
events. The events are arranged into groups by timeslice.
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Alerts and Notifications

Notification daemon: vovnotifyd

Thevovnot i f yd daemon is used to deliver notifications to selected recipients about functions that are related to job events.

On Accelerator, this delivery function is associated with the MAILTO property of the jobs. (This association does not apply to
other Altair Accelerator products.)

The notifications are related to health checks, such as taskers that are down, jobs that are stuck or waiting too long, and so on.
These conditions are detected by Accelerator or Monitor. Predefined system health check procedures are included with the Altair
Accelerator.

The content and the email delivery of the notifications can be configured by using the forms and text fields on the browser, or by
creating and editing files that use CLI commands.

Thefollowing table liststhe files that are related to vovnot i f yd.

Table 3: Summary of vovnotifyd Files
Configfiles vnc. swd/ vovnoti fyd/ config. tcl
vnc. swd/ vovnoti fyd/ config _sntp.tcl

vnc. swd/ vovnoti fyd/ config export.tcl

Info file vnc. swd/ vovnoti fyd/i nfo.tcl

Auxiliary files $VOVDI R/ tcl /vtcl /vovheal thlib.tcl
$VOVDI R/ | ocal / vovheal thlib.tcl

vnc. swd/ vovnoti fyd/ vovheal thlib.tcl

Timing of Notifications
Y ou can use the TIMEV AR definitions to control the timing at which license expiration and other emails are sent.

In vovhealthlib.tcl, you can definea TIMEV AR such as:

source $env(VOVDIR)/tcl/vtcl/vovflexl mdlib.tcl
package require vovurlutils

gl obal HEALTHLI B_PRODUCT_MAP HEALTH PROCS env

set HEALTHLI B_PRODUCT MAP(doTest Heal t hMyFeat ure) "nc"

# regi sterHeal t hCheck doTest Heal t hMyFeat ure -checkfreq 10 -forceCheckfreq -mailfreq
10 -forceMnil freq

| append HEALTH PROCS(Iist) doTest Heal t hMyFeat ur e

proc doTest Heal t hMyFeature { args } {
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gl obal HEALTH PROCS

set honeUr | $HEALTH PROCS( honmeURL)

# VovMessage "now runni ng doTest Heal t hMyFeat ur e"

set subject "Test MyHeal t hFeat ure"

set body "\nHi ,\n\nWe ran Test MyHeal t hFeat ure.\ n"

doMai | Notify doTest Heal t hMyFeature " @\DM N' $subj ect $body

}
Tl MEVAR doTest Heal t hMyFeat ure {
Tue {
suppressMai | doTest Heal t hMyFeature 1
}
06: 00- 08: 00 {
suppresshail ALL O
suppressMai | doTest Heal t hMyFeature 0
default {
suppresshMail ALL 1
suppressMai | doTest Heal t hMyFeature 1
}

Where calling suppr essMai | with a"1" for the specified health check will suppress the mailings for that TIMEVAR.
suppr essMai | accepts either the name of a specific health check, or "ALL" to control al defined health check routines.

Configurevovnotifyd via the Browser

1. Onthe menu bar, click the Administrations icon (which looks like a gear).
This takes you to Admin page.

In the left column on the Admin page under Administration, select - Daemons.

In the Daemons page, select config for vovnot i f yd.

The next windows provides the options to edit, enable and disable the desired features. Health Checks, SMTP Configuration
or E-Mail Maps

After configurations have been set, the option to view the current configurations will be available in the Config File column:
Show config file.

i CAUTION: Configurations can be modified in the thistext field. To avoid errors, it is recommended to
instead configure the parameters in the GUI fields that are described below.

Health Checks
By default, all procedures are monitored. Procedures that are designated as not required can be disabled.

SMTP Configuration
SMTP Configuration is used to configure the notification system.

[E Note: Toquery LDAP for email addresses, LDAP must first be configured. For details about LDAP
configuration, refer to LDAP Integration.
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E-Mail Maps
E-Mail Maps are used to add, update or remove the email addresses of the users that receive natifications. By default, email
addresses are sent directly via either the user 1D or user@sourcedomain. In addition, alternate email addresses can also be
entered per recipient.

Configurevovnotifyd viathe CLI

[E Note: Forinformation about configuring health checks, refer to Health Monitoring and vovnotifyd.

1. Tomanually configurevovnot i f yd, create the directory vovnot i f yd inside the server working directory (. swd).
2. Copy the configuration file template into the newly-created directory.

cp $VOVDI R/ et c/ confi g/ vovnotifyd/ config.tcl
3. Modify the configuration template to match the settings of your mail server environment.

% cd “vovserverdir -p .
% nkdir vovnoti fyd

Example of the $VOVDI R/ et ¢/ confi g/ vovnoti fyd/ config. tcl file

# Notification configuration file.

# Shoul d be placed in the vovnotifyd directory of the .swd.
# Al settings are required unl ess specified otherw se.

# Unused optional settings should be comented out.

# Create an e-nmil address map, stackable, optional
addUser ToEnmi | AddressMap rtdangr john@rydomai n. com

### Al tairMonitor-specific settings

# See notification configuration docunentation in Altair Mnitor Adm n gui de
# Confi gureTag TAG OPTI ON VALUE

# Confi gureFeat ure FEATURE OPTI ON VALUE

### Exanpl es:

# ConfigureTag MEC -poc { john nmary }

# Confi gureFeat ure EDA/ MATLAB -1 ongcheckout 2d -userl ongcheckout john 1w -nincap
5 -triggerperc 90

# Confi gureFeature SIMJLINK -poc bob -mincap 10 -triggeruse 12

4, To start the daemon, either enter the command nc cnd vovdaenonngr start vovnoti fyd, or start it manually
fromthevovnot i f yd directory as shown below:

% vovproj ect enable vnc
% cd “vovserverdir -p vovnotifyd
% vovnot i fyd

Autostart vovnotifyd
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Inthedirectory vnc. swd/ aut ost art set up your script st art _vovnoti fyd. t cl torunwith autostart:

% cd “vovserverdir -p .°
% nmkdi r aut ostart
% cp $VOVDI R/ etc/autostart/start_vovnotifyd.tcl autostart

Configure Email Addresses

Usetheconfi g. tcl fileto set the email addressesto be used for each user.

Two methods are available:
e Cdl addUserToEmail AddressMap USERNAME EMAIL
* Override the entire procedure getEmail Address

# Fragnent of vovnotifyd/config.tcl file.

# Met hod 1.
addUser ToEmai | AddressMap j ohn John. Smt h@ry. conpany. com

# Method 2. Assune you can get an address from LDAP
# The LDAP subsystem needs to be confi gured.
proc get Emai | Address { user } {
set emmil [VovLDAP:: get Email $user]
if { $emmil !'="" 1} {
return $enil
} else {
return $user
}

Write Localized Health Checks

Thevovnot i f yd command runsin the vovsh binary, so all the VTK API procedures are available to you.

The standard checks procedures are defined in the file $VOVDI R/ t ¢l / vt cl / vovheal thl i b. tcl.

The health check procedures are loaded by using a search path. They are loaded first from the file given above, then from
$VOVDI R/ | ocal / vovheal thlib. tcl,andlastfromvovheal thlib.tcl inthevovnoti f yd working directory. This
permits redefining health check procedures on a site-wide or a project-specific basis.

[E Note: Local procedure names should begin with 'doTest Heal t h' such as the system names; some platforms
reguire on this convention.

To have local procedures shown by the browser Ul, add aline into your vovheal t hl i b. t cl file. An exampleis shown below:

set HEALTHLI B_PRODUCT MAP(doTest Heal t hYour Procedur e) "nc"

The product names are those returned by the procedure vt k_pr oduct _get _i nf o - nane: nc, Im, ft, wa
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Ensure your procedures are robust and handle error conditions, such as catching all exec{}, open{} and other procedures that
may fail.

[E/ Note: Changes madeto any of thevovheal t hli b. tcl fileswill not take effect until thevovnot i f yd daemon
is restarted.

Alternate Method of Sending Email

If SMTPisnot available, amailer program could be used instead.

Usea Mailer Program

The standard sendMai | procedure checks the Method setting in the SMTP Configuration section of thevovnot i f yd
configuration web Ul. The method may be set to PROGRAM in the web Ul to allow you specify a custom mailer command.

Notification of Job Status

The Accelerator vovnot i f yd notification daemon accesses the server's event stream and then sends a notification for jobs that
request it.

To enable this notification, the MAILTO property must be set: use the option -m or -M option with thenc r un command. An
example is shown below:

% nc run -msleep 10
% nc run -M": ERROR' sinulate chip. spi

The format of the property of MAILTO can be configured as follows:

reci pi entLi st
reci pi entList : verbList
reci pientlList : ALL

ver bLi st

recipientList isthelist of the e-mail recipients. verbList isthe list of verbs for which notifications must be sent. The supported
verbs are listed below.

DESCHEDULE - Job has been dequeued.

DI SPATCH - Job has left the queue and has been routed to an execution host.
ERROR - Job has exited with a failure.

FORGET - Job has been forgotten.

RESUME - Job has been resuned.

STOP - Job has exited successfully.

SUSPEND - Job has been suspended.

If the recipientList is empty, a notification is sent to the owner of the job. If the verbList is empty, then anotification is sent only
when the job terminates.

For example:

john : ERROR - Send mail to the user 'john' if the job termnates in error.
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STOP ERROR - Send nmil to the job owner when the job term nates.
john mary: ALL - Send mail to the users 'john' and 'mary' for anything that happens
to the job.

Changethe MAILTO Property After Job Submission

To change the MAILTO property, use the vovpr op utility. The following are examples of getting, setting, and deleting the
property:
% nc cnd vovprop get 000012345 MAILTO

% nc cnd vovprop set -text 000012345 MAILTO "mary : STOP ERROR'
% nc cmd vovprop del ete 000012345 MAILTO

Job Status Triggers

Thedaemon vovt ri gger d taps the event stream and executes commands that are based on selected events.

A typical application is updating an external SQL database when ajob is compl eted.

Triggers are different from post-commands. Triggers are executed by vovt r i gger d, which is normally run by the user who
owns vovserver. The owner of the account that was used to start vovserver isthe owner of vovserver. Post-commands are executed
by the user who owns each job.

The following table summarizes the information about vovt r i gger d:

Configfile vnc. swd/ vovtri ggerd/ config.tcl
Sample config file $VOVDI R/ et c/ confi g/ vovtriggerd/ config.tcl
Info file vnc. swd/ vovtriggerd/info.tcl

Set Up vovtriggerd
vovt ri gger d isadaemon that is configured as follows:
* Createasubdirectory called vovt ri gger d in the server configuration directory

« Createaconfiguration filecaled confi g. t cl with the main purpose of overriding the procedure called
triggerCal | Back

¢ Start the daemon:

% nkdir “vovserverdir -p vovtriggerd

% cd “vovserverdir -p vovtriggerd

% nkdi r autostart

% cp $VOVDI R/ et c/ confi g/ vovtriggerd/ config.tcl
% vovdaenonngr start vovtriggerd

The TRIGGER Property

The default trigger handler looks for the property TRI GGER attached to the object mentioned in the event. If the property exists, it
is assumed to be the name of atrigger procedure to be called. There are three arguments for the trigger procedure: i d, subj ect ,
verb.
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The trigger procedures are defined intheconf i g. t cl file. Following are the guidelines for implementing a trigger:
e Thetrigger is stateless.
e Thetrigger isfast; it should complete within afew seconds.

Following is an example of using the TRI GGER property:
* Createatrigger call-back intheconfi g. t cl file. Inthefollowing example, itisnamedt r i gShowJobEvent CB.
#
# This goes in PRQJ. swd/vovtriggerd/ config.tcl
#

proc trigShowJobEventCB { id subject verb } {
puts "TrigShowJobEvent CB: Just got the event $id $subject $verb"
}

« Attach the property TRIGGER to jobsin the flow. Example:

% vovprop set -text 000123456 TRI GCER tri gShowJobEvent CB
% vovprop set -text 000234567 TRI GGER tri gShowJobEvent CB

Trigger Events

Following are the events that are processed by vovt ri gger d:
« JOBID "JOB" "DISPATCH", when the job is dispatched to a tasker.
- JOBID "JOB" "ERROR", if thejob fails.
« JOBID "JOB" "STOFP", if the job succeeds.

Handling the OVERFL OW Event

If thevovt ri gger d daemon receives an overflow event (the verb is the string OVERFLOW, the procedure

over f | owCal | Back iscalled with no arguments. The overflow event is an indication of abuffer overflow inside the vovserver,
whichistypically caused by vovt ri gger d being too slow in processing the events. Depending on the situation, it may be useful
to reinitialize the trigger callbacks.

Example of Submission of Jobswith Triggers
The following example applies to Accelerator:

A trigger can be submitted by setting the TRI GGER property. Knowing the name of the trigger callback routine to call is required.
In the following example, the name of the trigger callback isupdat eDbCal | Back.

% nc run -P TRI GGER=updat eDbCal | Back sl eep 10

# Exanpl e of updateDbCal | Back
# This procedure is defined in *.swd/vovtriggerd/config.tcl
# Here we update a table called "nytable" based on the
# val ue of a property called MYPROP.
proc updateDbCal | Back { jobid subject verb } {
switch $verb {
"STOP" - "ERROR' {
if [catch {set value [vtk prop_get $jobid "MYPROP"]}] {
set value -1
}

set stm "INSERT I NTO nytable (id,value)"
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append stnt " VALUES ( $jobid, $value)"
VovSQL: :init

set handl e [ VovSQL: : open]

VovSQL: : query $handl e $stnt

VovSQL: : cl ose $handl e

Alerts

VOV issues an "aert" when an event requires attention. An aert can range from information that does not require action to an
urgent fault that requires immediate action.

Depending on the event that occurs, an alert may require attention from a system administrator.

VOV supports four alert levels, which are defined in the table below.

INFO Information only, no action required.

WARN Warning, alimit is about to be reached.

ERROR A fault in one of the subsytems. Example: a syntax error in one of the configuration
files.

URGENT A major fault that compromises the behavior of the system and requires immediate

attention. Examples: alicense violation or adisk full condition.

Alerts can be viewed on the browser or the command line interface (CL1). In addition, alerts are stored in log files.

For the administrator, VOV permits two actions with respect to an alert:
» Acknowledge the aert.
» Deletetheaert from view.

[E Note: Every aertisstoredinalog file; deleting an aert from viewing does not delete the record of the dert in the
log file.

Maximum Number of Alerts

The vovserver keeps up to a defined maximum number of alertsin view. The maximum number is defined by the parameter
al erts. max. The default value is 50. If the number of alerts exceeds the maximum, the oldest alert with the lowest level is
deleted from the view.

=] Note: Therecord of the alert is not deleted from the log file.

==

Manage Alerts

For viewing alerts, the level of the most severe dert isvisible in the title bar of the browser user interface and in the VOV GUI.
The most recent alerts can be viewed from the command line interface with the following commands:
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* vsi for short format
e vovshow -al ert s for full format
The following is an example of aerts as shown by vsi :
Al erts:
URGENT I mmi nent |icense violation: us 3 12d20h 12d20h
WARNI NG License is expiring in less th 2613 12d20h 9d13h
ERROR License is expiring in less th 558 9d13h 8d13h
URGENT Li cense has expired 270 8d13h 8d01h
URGENT Li cense viol ation 24 8d13h 8d01h
WARNI NG Li cense violation: too nany sl 336 8d13h 8d01h
The following example shows the same alerts as seen on the browser:
#| Level Module Title Occurfences Actions
Count |Earliest| Latest
1|WARNING |vovresourced |[Missing actualTags list for a feature. 304282| 20d13h 10s|[del] [ack]
Feature EDA/al40db++, while updating tags RTDA_RLM1
vovdaemonlib [Cannot start vovnetappd 494| 20d13h|15m1i6s|[del] [ack]
|| couldn't execute "vovnetappd™: no such file or directory
3- vovdaemonlib [Cannot start vovsplunkd 494| 20d13h|15m1i4s|[del] [ack]
|| couldn't execute "vovsplunkd”: no such file or directory
4|WARNING ‘vovnotifyd 74 configured tasker(s)/agent(s) not running. 1080 7di5h| 8m4d2s|[del] [ack]
Use the taskers page to restart taskersthat are down
£|WARNING |vovre50urced Failed to get a reply from Im.int.rtda.com:5555 /raw/licdaemons, SSL true 1/21h48m|21h48m|[del] [ack]
6 vovresourced [Monitor is unreachable 1/21h48m|21h48m|[del] [ack]
Check that Monitor is running at 5555@Im.int.rtda.com,licmon, see vovresourced log for details

Figure 17:

If viewing the documentation from alive vovserver, refer to the Alerts page.

Alerts are also logged in the logs directory in files with names that are formatted asal ert . YYYY. MM DD. | og. Old aert files
are compressed.

Some alerts may not require immediate action. However, it is good practice to acknowledge the alert. The[ ack] link on the alerts
page can be used to indicate that the alert has been acknowledged. The login name of the person acknowledging the alert will be
shown on the Alerts page.

Clear Alertsfrom View

An dert isautomatically cleared from view about one day after the last occurrence that triggered the alert. A selected alert can be
removed from view by using the[ del ] link from the browser UI.

All alerts can also be cleared from view with the following command:

% vovforget -alert

Tcl API

S

There aretwo Tcl API proceduresin vovsh that handle aerts:

e vtk generic_get alerts A-Getadertdataintoarray A
e vtk_alert_add sev title-Addanadert

To add an alert from the Tcl interface, usethe command vt k_al ert _add.
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To get datafor all alertsin Tcl, use the command

vtk _generic_get alerts array

The following code example shows how vsi formats the aerts:

# This is how the vsi cnd formats alerts
vtk _generic_get alerts alerts
if { $alerts(count) > 0 } {

append output "\nAlerts:\n"
for { set i 0} { $i < $alerts(count) } { incr i } {
append output [format " % 10s % 10s % 30s" S$al erts(S$i, | evel)
[string range $al erts($i,nodule) 0 9]
[string range $alerts($i,title) 0 29] ]
if { $alerts($i,count) > 1 } {
append output [format "%d 98s %8s"
$al ert s($i, count)
[vtk time_pp [expr $now - $alerts($i,first)]

]
[vtk_tinme_pp [expr $now - $alerts($i,last) 1] 1]

}
append out put "\n"

append out put "\n"
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System Tasks

Run Periodic Taskswith vovliveness

If the directory "tasks" exist in the Server Working Directory, the server callsthevovl i veness script once per minute.

The script executes all the tasks contained in the "tasks' directory.

vovl i veness: Usage Message

DESCRI PTI ON:
This script is called by vovserver about once a m nute.
It can be used to perform nai ntenance tasks.

USAGE:
% vovl i veness [ OPTI ONS] <t askdirectory> <ti nestanp>
VWHERE:
task _directory -- is the directory with the tasks
to be executed. The tasks are those
that match the expression "live *.tcl".
ti mestanp -- Currently ignored.
OPTI ONS:
-V -- I ncrease verbosity.

There are many usesfor vovl i veness. Examples are available in the directory $VOVDI R/ et ¢/ | i veness.

To activate this functionality, create the directory t asks and add some tasks files with a name matching the expression
live_*.tcl.TheTcl interpreter hasaccessto al vt k_* procedures. Example:

% cd “vovserverdir -p .°

% nmkdi r tasks

% cd tasks

% cp $VOVDI R/ etc/liveness/live start taskers.tcl

Following an example of thescript | i ve_start taskers.tcl torestart any down taskers, once per hour:

#

# Copyright © 2007-2021, Altair Engineering
#

# All Rights Reserved.

#

# Directory : src/scripts/liveness

# File . live_start _taskers.tcl

# Cont ent : Start down taskers once an hour.
# Not e

#

#

#

$1d: //vov/branches/2019.01/src/scripts/liveness/live start_taskers.tcl#3 $

set now [cl ock seconds]
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# Get or initialize period

if { [catch {set period [vtk _prop_get 1 LIVE START TASKERS PERI OD|}] } {
set period 3600
catch {vtk prop_set 1 LIVE START TASKERS PERI OD $peri od}

}

# Cet age
if { [catch {set lastRun [vtk prop_get 1 LIVE START TASKERS LAST]}] } {
set lastRun O

set age [expr {$now - $l ast Run}]
if { $age >= $period } {

# Start down taskers

if { [catch {exec vovtaskerngr start >&@stdout} errmsg] } {
VovError "Failed to start taskers: $errnsg"

}

# Reset the last run TS
catch {vtk prop_set 1 LIVE START TASKERS LAST $now}

Alertsfrom Liveness Tasks
Alerts may occur that are related to liveness tasks such as " The previous liveness script is still connected”, especialy in Monitor.

[/ Note: Inprevious releases, there is no control these occurrences; such occurrences cause no harm.

The liveness tasks system is designed to support short jobs that are triggered frequently (about once per minute) by the vovserver
so long asit isrunning. It was also used for the database |oading task for Monitor checkouts and Accelerator jobs, sometimes these
jobsrun significantly longer.

In later releases the debuglog parsing, batch reports and other maintenance items are converted to periodic jobs that run on a
dedicated vovtasker named 'maintainer’, so these alerts should no longer appear.

Run Periodic Taskswith vovcrontab

The UNIX utility cr ont ab is used to perform regularly scheduled tasks such asretracing an entire project each night or storing
aback-up of the trace every Saturday. vovcr ont ab isaVOV utility that simplifies the creation of cron rules for a project.
Directions are provided in this section.

Usage: voncontrab

vovcront ab: DESCRI PTI O\

vovcront ab: Interface to the UNIX utility crontab.
vovcront ab:

vovcront ab: USAGE:

vovcront ab: % vovcrontab [option]

vovcront ab:

vovcront ab: OPTI ONS:

vovcront ab: -hel p -- Get this nessage
vovcront ab: - new -- Install the crontab for this project
vovcront ab: Al so used to update the scripts/vovdir.csh script.
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vovcr ont ab:
vovcront ab:
vovcront ab:
vovcront ab:
vovcront ab:
vovcront ab:

vovcront ab:

vovcront ab:
vovcront ab:
vovcront ab:
vovcront ab:
vovcront ab:

-noautostart -- Do not install autostart script to update
vovdi r.csh; the default is to install it.
-reinstall -- Reinstall current crontab for this project
-cl ear -- Clear the current crontab
- show -- Show the crontab
-type <type> -- Specify project type
NOTE:

Pl ease remenber to copy

$(VOVDI R)/ et c/ aut ost art / updat e_cront ab_vovdi r. csh
into your autostart directory if needed.

It

is installed by default.

Enable a Project
Enable aproject in ashell via:

'vovproj ect enabl e <PRQIECT>'

Create crontabs
Execute' vovcr ont ab - new to create crontabs.

% vovcrontab -new

vovcrontab: Creating vnc.swd/ scripts/cron.csh
vovcrontab: Creating cron table vnc.swd/crontab.lion
no crontab for john

vovcrontab: Installing new crontab.

vovcrontab: Installing updated crontab

This program prepares the scripts $SW scri pt s/ cron. csh and $SWY cr ont ab. host nane.

Display Current crontab Definition
Running vovcr ont ab - show shows the current crontab definition.

% vovcrontab -show

#### (vovcront ab) START PROQIECT vnc ####
#

# ...
#

# Every hour at 5 minutes before the hour.

sone |ines omtted...

55 * * * *  [hone/ ] ohn/vov/vnc. swd/ scri pts/cron.csh hourly

#

# Every day: at 23:15

15 23 * * * / honme/ j ohn/ vov/ vnc. swd/ scri pts/cron.csh daily

#

# Every week: on Saturday at 7:00am

O 7 **6 / honme/ j ohn/ vov/ vnc. swd/ scri pt s/ cron. csh weekly
#

# Every nmonth: on the 1st at 3:00am

0O 3 1*~* / hone/ j ohn/ vov/ vnc. swd/ scri pts/cron.csh nonthly

#### (vovcront ab) END PROIECT vnc ####
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Customize the crontab

The crontab can be customized by editing either $SWDY cr ont ab. host nane or $SW scri pt s/ cr on. csh. Afterwards,
vovcrontab -reinstall will need to be run to take the modifications into consideration.

% vovcrontab -reinstall

vovcrontab: vnc.swd/ scripts/cron.csh exists already.
vovcront ab: vnc. swd/crontab.lion exists already.
vovcrontab: Installing new crontab.

vovcrontab: Installing updated crontab

Deletethe Current crontab Definition
To delete current crontab definitions, use:

"vovcrontab -clear'

vovcront ab: vnc. swd/ scripts/cron.csh exists already.
vovcrontab: vnc.swd/crontab.lion exists already.
vovcront ab: Renoving the crontab

Complete the Cleanup
To complete the cleanup, remove the cr ont ab. HOSTNAME file in the SWD directory of the project.

% rmcrontab.lion

vovgetnetinfo

The program vovget net i nf o isused with Accelerator and Monitor to fill in information about the hosts. vovget net i nf o is
to be run periodically from the scripts created by the vovcr ont ab command.

vovsh -s neti nf o isrunasasystem job on each of the vovtasker hosts, which gathers information about clock offset,
filesystems, OS version, memory, etc., and sends information to the vovserver.

vovget neti nfo: Usage Message

USAGE:
% vovget neti nfo [ OPTI ONS]
OPTI ONS:
- aut of or get -- Set the autoforget flag on the jobs created by this script.
-del ay <ns> -- Add a del ay between subm ssion of jobs. In mlliseconds.
-h -- Hel p usage nessage.
-hosts <list> -- Restrict operation to |ist of named hosts. Requires a
t asker on each host.
-netinfo -- Conpute host and filesystens information (default).
- nol og -- Disable output |og. Unless disabled, an output log will be
witten in the parent of the SWD.
-proci nfo -- Compute process status information.
-V -- Increase verbosity.
EXAMPLES:

% vovgetnetinfo -h
% vovget neti nfo -procinfo
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% vovget netinfo -netinfo

vovget net i nf o can aso be run as a single time from the command line as shown below:

% nc cnd vovget neti nfo

Information about a single host can be updated as follows:

% rsh sone-host-name nc cnd vovsh -s netinfo

vovinfo

A utility related to vovget net i nf o isvovi nf o, which performsthe same functionasvovsh -s neti nf o, but witha
smaller binary. This binary can only get host and process information, and does not have Tcl/TK or the VTK API.

voVvi nf o isto be used to provide monitoring and can run standalone in an infinite loop to provide periodic updates to a vovserver.
The following example updates the vovserver vnc @ upi t er : 6271 with clock offset information every hour for 60 days. The
environment variable settings do not require access to the server's. swd directory.

% set env VOV_SWD_KEY none
% set env VOVEQUI V_CACHE FI LE vovcache
% vovinfo -all h jupiter -p vnc -P 6271 -1 3600 -i 1440 &

usage: vovinfo [-ac] [-s what] [-p project] [-h host] [-P port] [-1 | ooptine]
[-i iterations] [-W]

-a: I gnore PROCS TO TRACK property and track all processes if
proci nfo i s enabl ed.

-C: Use cpu_* licensing instead of host * |icensing (deprecated)

-S: What info to get: netinfo hostinfo procinfo clockinfo all. My
be repeated. The keywords 'netinfo' and 'hostinfo' are
equi val ent .

- The project nane (or the value of VOV_PRQIECT NAME

- The port nunber (or the val ue of VOV_PORT_NUVBER)

The | ooptinme (a tinme-specification): defaults to O
: Exit after this nany iterations (use with -1)

- V. Print version and exit

- V. Ver bose fl ag

p:
- h: The host nane (or the value of VOV_HOST NAMVE
P.
I
[

Thevovi nf o programislicensed, and must be run by a user having enough privilege with respect to the vovserver to update the
server's clock, process, and other information about the server.

J\ ALTAIR

Proprietary Information of Altair Engineering



Altair Accelerator 2024.1.1

Altair Accelerator Administrator Guide p.280

M anage Processes

This section describes how to use the command line and find all processes that are not currently managed by Accelerator. VOV can
use avovtasker to collect information about all processes from all hostsin afarm.

Processes that are descendents of vovtasker, orphans of vovtasker, and external processes can also be found. Foster jobs can be
created for discovered orphans; these jobs can be accounted for by atasker on the same host, and tracked for the rest of their

lifetime.

vovprocessngr: Usage Message

USAGE

% vovprocessngr

[ OPTI ONS]

Report on and manage processes on hosts where an Altair Engi neering vovtasker

is running, for

OPTI ONS:
-h
-V
- W

exanpl e, in Accel erator

Show bri ef hel p.
I ncrease verbosity.
W de out put (tab-separated, no truncation in names).

-refresh [-orphans [-host HOST[,HOST]...] [-nohost HOST[, HOST]...]]

- ext ernal

-descendant s

-- Refresh the process info. Refreshes all process info
unl ess the -orphans option is also passed, which
refreshes the process info for orphaned processes only.
The -host/-nohost options apply when refreshi ng orphaned
processes only, otherwi se, all hosts are included.

O phaned processes are deternined by the presence of the
VOV_JOBI D variable in the environnent of the process.
Note that this is an asynchronous operation that is sent
to renote taskers, requesting themto gather and send
process information to the server. The tineliness of the
response depends on the | oading of both the taskers and
of the server. For this reason, sone anpunt of tinme
shoul d be al |l owed between a refresh request and
reporting on processes of any type. For reports
involving only a few taskers, this could be nmeasured in
seconds. For requests involving hundreds or thousands of
hosts, it nay take several minutes for every tasker to
report in. Refreshing process info is an expensive
operation that can result in a significant anmount of
communi cation and | oadi ng on the vovserver process and

t heref ore shoul d be used only when necessary.

Filter to processes that are not an descendant of

t asker.

Filter to current descendant processes of tasker

- or phans -- Filter to former descendant processes of tasker. For
accurate results, refresh the process info using the
-orphans option prior to running an orphan report. An
orphan report will also include fostered jobs as well.
Note that if orphan processes are comon, it is
recommended to enabl e automatic child process cl eanup
via the tasker.chil dProcessC eanup confi guration
paraneter in the policy.tcl file.

-fostered -- Filter to orphans currently being fostered.

-all -- Show all processes.

-user "USER, USER]..." -- Filter to specified users.

-host "HOST[, HOST] .. ." -- Filter to specified hosts.
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-exe "executabl eNane[,exnane]..." -- Filter to specified executable
nanes.

- noheader -- Suppress header.

- nor esv -- Excl ude reserved taskers.

- noext er nal -- Exclude processes that are not an descendant of tasker.

-nodescendants -- Exclude current descendant processes of tasker.

- noor phans -- Exclude forner descendant processes of tasker.

- nof ost er ed - -

Excl ude

-nouser "USER[, USER]..."
-nohost "HOST[, HOST] .. ."
-noexe "executabl eNane[, exnane]..." -- Exclude specified executable

- age " Tl MESPEC"
- maxr ecur si on "N’

-foster

-cl ear

EXAVPLES:

-- def

orphans currently being fostered.

-- Excl ude specified users.
-- Excl ude specified hosts.

nanes.

ault age 10m

-- Limt in recursive check of parents (default 100).

-- Cre
pro
it
cle
con

-- For
ser

% vovprocessngr -refresh
% vovprocessngr -refresh -orphans

% vovprocessngr -0

r phans

% vovprocessngr -all -noex
% vovprocessngr -external
% vovprocessngr -orphans -age 3h

% vovprocessngr -c

The process information is accumulated in the vovserver and is rel eased after approximately 5 minutes or until it is refreshed,

| ear

ate a foster job for each top-nobst orphaned
cess. Note that if orphan processes are conmon,
is reconmmended to enable automatic child process
anup via the tasker.chil dProcessC eanup
figuration paranmeter in the policy.tcl file.

get all information about processes fromthe
ver (frees up nenory). Must be the only option.

t er nal
-onl yuser john, mary, bob

whichever occursfirst. To refresh information about all processes, use the following commands:

% vovproj ect enable vnc
% vovprocessngr -refres

h

vovpr ocessngr sendsamessage to all the taskers to update the information about all processes and deliver the data collection
to the vovserver. Sending al the data may take a few seconds.

[/ Note: Thiscommand only works for the owner of Accelerator.

All processes can now be computed that are not children of avovt asker r oot process with:

% vovprocessngr -orphan

For example:

> vovprocessngr -orphan

S

S

vovprocessngr 07/08/ 2016 11:46:18: nessage: Anal yzing 438 processes on 1 hosts that

are ol der than 10n00s

M ni num process age:

10n00s
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Excl ude user: apache avahi canna daenon dbus gdm
hal daenon hal deanmon htt nysgl naned nobody

ntp oracle postfix postgres root rpc

rpcuser smsp xfs

Filter to orphans

Host Pi d User Execut abl e Age State RAM CPU
Rel ati on
titanus 23382 j ohn vovsh S 10 10s or phan
titanus 23383 j ohn vovsh S 9 Os or phan
titanus 23421 j ohn post gres 14d00Oh S 212 5s
or phan

To create foster jobs for discovered orphans.

% vovprocessngr -orphans -foster

To track fostered jobs:

% vovprocessngr -fostered

To find only the processes that are older than a specified time, for example 1 day, use the option -age as shown below:

% vovprocessngr -orphans -age 1d

Removing unwanted processes from the farm can be necessary. For security, vovpr ocessngr only provides the list of suspected
orphans. Only an administrator with root privileges has the authority to access the machinesto kill the processes that were listed in
the information.

Stopped Taskersand Foster Jobs

Taskers account for jobs running on a stopped tasker that is on the same host. When atasker is started, if there is a matching tasker
in the stopped condition (waiting on its jobs to finish), the new tasker will adopt any jobs on the stopped tasker by using foster
jobs. This prevents host overloading.

Job Fostering

Job fostering is the processes of artificially consuming ajob slot on atasker in order to represent an externally running job or
process.

Thevovf ost erj ob utility runs as ajob on atasker and monitors an external job or process. When the external job or process
exits, thevovf ost er | ob utility will also exit, freeing up the slot in which it was running.

vovfosterjob

vovfosterjob: Usage Message

DESCRI PTI ON:
A systemutility to tell a tasker to watch a PID or a JOB by creating
a foster job that runs for the Iifetime of the entity being watched.
Resulting foster jobs are stored in the System O phanage set, which
can be displayed by passing the set nane to "'nc list -alljobs -set'.
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This utility is mainly used to prevent overl oading of a tasker that

has been started on a host that al so has a tasker

in the process of

shutting down gracefully. Such taskers will only exit once any jobs
runni ng on themare conpl ete. Fostering such jobs onto the newWy started
tasker will result in job slots being consuned, preventing additional

jobs from |l anding on the host.

OPTI ONS:

-frontasker TASKERNAMVE -- Foster all jobs on specified tasker. Normally used
to foster jobs on a tasker that has been requested

to gracefully stop after

its jobs are finished.

This helps to prevent overloading if the tasker is
restarted before the job attrition process is
conplete. Conpatible only with, and requires, the

-t ot asker option.
-h -- Hel p usage nessage.

- host HOSTNANME -- Specify host to which the foster job should be
di spatched. The resulting foster job will be

di spatched to the first

tasker found on the

speci fied host. Conpatible with the -pid and

-job options.

-job JOBI D -- Foster a job. Wthout the -host or -totasker
option, the resulting foster job will be

di spatched to the first

tasker found that is

runni ng on the sanme host as the job being
fostered. Conpatible with the -host and -t otasker

_ options. _
-pid PID -- Foster a process. Wthout the -host or -totasker
option, the resulting foster job will be

di spatched to the first

tasker found that is

runni ng on the sane host where the vovfosterjob

conmand i s executed. |f

the PI D does not exi st,

the foster job will be created but will exit
i medi ately. Conpatible with the -host and

-tot asker options.
- st oppedt askers TASKERNAME - -

-- Foster jobs running on all prior instances of the
specified tasker that are in the process of
stoppi ng gracefully. The resulting foster jobs
wi Il be dispatched to the specified tasker. Not
conpati ble with any other option.

-totasker TASKERNAME -- Specify tasker to which the foster job should be
di spatched. Conpatible with the -pid, -job, and

-frontasker options.

-V -- Increase output verbosity. Repeatable.

EXAMPLES:
% vovfosterjob -job 000123456
% vovfosterjob -job 000123456 -totasker titan
% vovfosterjob -pid 6789
% vovfosterjob -pid 6789 -host titan

% vovfosterjob -frontasker titan_stopped -totasker titan

% vovfosterjob -stoppedtaskers titan
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Query the vovserver

Thevovsel ect command provides away to retrieve specific data from the vovserver, with filtering done on the server side. This
method is differs from some of the VTK calls, which get al data and require processing on the client side to get the data of interest.

1) Attention: Inan upcoming major release of Accelerator Products, thevovsel ect * wildcard select feature will
be dropped. To prepare for this change, users should update scripts and REST requests to issue vovselect requests
using aspecified list of field names. For example:

nc cnd vovsel ect statusnc,id, conmand from j obs
An easy way to find out what fields arein an object typeisby usingvovsel ect fi el dnamne. For example:

nc cnmd vovsel ect fieldname from jobs
Many types of objectsin the vovserver may be queried. See the help information below for the supported objects.

[E Note: vovsel ect supportsthe"*" wildcard to signify all fields of a particular object. Be sure to quote the *
character as required by your shell, e.g.: vovselect *' from jobs where idint==12345

Runvovsel ect fieldnane, fieldtype from <obj ect > toseethelist of fieldsfor that object. Multiple fields may
be requested by separating them with a comma. Some fields represent a data collection that can be broken down using aformat of
FIELD.X, such as:

KEY. <KEYNAME> (metric objects)
PARAM <PARANMNAME> (server object)
PROP. <PROPNAME> (all objects)

RESOURCES. <RESNAMVE> (t asker obj ects)

GRABBEDRESOURCES. <narme> only returns avalue for the corresponding central resource when the job is currently running.

SOLUTI ON. <nane> returns avalue for the corresponding hardware resource after the job has started running. The value persists
after the job has terminated.

RESOURCES. <nane> attempts to determine a value for the corresponding requested resource. If the job is running, then the
actual value of the allocated resource is returned. If the job is not running, the query will estimate a value by looking for the first
matching value in the requested resource string. This may result in an underestimate, or an incorrect value.

For example, with therequest: -r " RAM 20 RAM 30", RESOURCES. RAMmay return" 20" or " 50" depending on
the scheduling phase of the job. A contrived example which illustrates the difficulty of computing avalue would be - r

"( RAM 100 CLOCK/ 10 ) OR ( RAM 50 CLQOCK/ 20)".RESOURCES.RAM returns exactly the same value as
REQRAM, and similarly for CORES, PERCENT, SLOTS & SWAP.

Examples
Queries you can run include the following:
* RESOURCES.<RESNAME> estimates the requested resource value of RESNAME. It attempts to determine avalue for the
corresponding requested resource. If the job is running, then the actual value of the allocated resource isreturned. If thejobis

not running, the query will estimate a value by looking for the first matching value in the requested resource string. This may
result in an underestimate, or an incorrect value.
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For example, withtherequest - r " RAM 20 RAM 30", RESOURCES. RAMmay return” 20" or " 50" depending on
the scheduling phase of the job. A contrived example which illustrates the difficulty of computing a value would be - r

"( RAM 100 CLOCK/10) OR ( RAM 50 CLOCK/ 20 )".RESOURCES.RAM returns exactly the same value as
REQRAM, and similarly for CORES, PERCENT, SLOTS & SWAP.

« GRABBEDRESOURCES.<RESNAME> returns the current value of RESNAME in ajob's grabbed resources. It only returns
avalue for the corresponding central resource when the job is currently running.

e SOLUTION.<RESNAME> returns the value of RESNAME in ajob's solution. It returns a value for the corresponding
hardware resource after the job has started running. The value persists after the job has terminated.

For example, the following job submission

$ nc run -r "RAM 30 License: MATLAB/ 2" — sl eep 1000

vovsel ect produces the following output:

$ nc cnd vovsel ect -header id, RESOURCES. RAM RESOURCES. Li cense: MATLAB from j obs
i d RESOURCES. RAM RESOURCES. Li cense: VATLAB
000001366 30 2

If the query is unable to determine avalue, it will return an empty string.

If the query isused inside a'where' clause, it may need to be quoted, such as, - wher e
' "grabbedresources. Li cense: MATLAB" >1' .

For example, if the following job executes:

$ nc run -r License: MATLAB/ 2 — sl eep 1000

vovsel ect produces the following output:

$ nc cnd vovsel ect -header id, statusnc, GRABBEDRESOURCES. Li cense: MATLAB, SOLUTI ON. RAM
fromjobs -where

' " GRABBEDRESQOURCES. Li cense: MATLAB" >1'

id statusnc GRABBEDRESOURCES. Li cense: MATLAB SOLUTI ON. RAM

000001202 Running 2 20

vovselect
vovsel ect: Usage Message
Utility to query vovserver data.

USAGCE:

vovsel ect <FI ELDSPEC> from <OBJECT> [ OPTI ONS]

OPTI ONS:
-h -- Show usage synt ax.
-V -- I ncrease verbosity.
-where <FILTER> -- Filter the results.
-order <COLUVN> [ORDER] -- Sort the output by the specified colum

and ordering. Ordering is either "asc”
(ascending) or "desc" (descending).
Default ordering is ascending. Wen
speci fying an ordering, place the colum
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-limt <N>
-di stinct

- header
-cache 0/1

and ordering in quotes, e.g.
-order 'nane desc'.

-- Limt the output to N rows.

-- Return distinct rows.

-- Displays colum headers in the output.

-- Control cacheing of query (default is 1).
Tech Note: use cache 0 for small results
(less than a few t housand rows)

If option values contain shell-sensitive characters, such as ">",
encl ose themw th single quotes (Linux) or double quotes (W ndows).

The from paraneter will accept queryabl e object nanes (as |isted by

"vovsel ect
(as listed
(as listed
accept the
SUBSETS.
MATCHES.
MATCHES.

obj ect nane from obj ects"), individual object identifiers
by "vovsel ect idint from <object>"), or set nanes

by "vovsel ect name fromsets"). This paranmeter can al so
fol | owi ng:

<SETI D>

<RESNAPI D>

<RESMAPNANME>

SUPPORTED OBJECTS:

Run "vovsel ect objectnane from objects" to see

the Iist of queryable objects.

SUPPORTED FI ELDS:

Run "vovsel ect fieldname,fieldtype from <object>" to see the |list of
fields for that object. To see a list of fields with descriptions run,
"vovsel ect fieldnane,fielddesc from <object>". Miltiple fields may be
requested by separating themw th a comma. Sone fields represent a data

coll ection that can be broken
GRABBEDRESQURCES. <RESNAMVE>
KEY. <KEYNANVE>
PARAM <PARAMNANE>
PROP. <PROPNANME>
RESOQURCES. <RESNAVE>
SOLUTI ON. <RESNAVE>

SUPPORTED FI LTERS:

down using a format of FIELD. X, such as:
(j ob obj ects)
(rmetric objects)
(server object)
(all objects)
(tasker & job objects)
(j ob obj ects)

Use selection rule operators in conjunction with field nanes to filter

queries. See operator |ist at

URL/ doc/ htm / vov/t opi cs/ vov/ operators. htm

via web browser. To get the current the URL for current instance,
execute the vovbrowser conmand.

EXAVPLES:

% vovsel ect -h

% vovsel ect obj ectnane from objects
% vovsel ect fieldname from server

% vovsel ect
% vovsel ect
% vovsel ect
% vovsel ect
% vovsel ect
% vovsel ect

% vovsel ect
% vovsel ect

id, nane fromusers -order nane -limt 10 -header
id, nane fromusers -where 'nane==j oe'

i d, name from 12345

i d, nane from subsets. 23456

mat cht ype, host from mat ches. Li cense: spi ce

i dint,nane fromusers -where 'idint>3600'

-order 'idint desc'

id, age from System runni ng

id,age -from System runni ng -cache 0
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Use vovselect for Querying

Thenc host s command can be used for querying, but it can sometimes take several minutes to return results, which causes
some nodesto show up as"N/A". nc host s will query the server and return significant amounts of data, but the server loading
will directly affect the response time of the command.

In order to avoid such delay, you can use vovsel ect torunthe query, asit prefilters the output server-side before returning it to
the client.

Use the table below to understand the mapping of fields betweenthenc host s andvovsel ect commands.

nc hosts vovselect from TASKERS vovselect from HOSTS
ARCH ARCH ARCH
CAPABILITIES CAPABILITIES NA
CAPACITY CAPACITY CPUS
CLASSRESOURCES CLASSRESOURCES NA

CLOCK CLOCK CPUCLOCK
COEFF COEFF NA
CONSUMABLES CONSUMABLES NA

CORES CORESAVAIL NA
CORESAVAIL CORESAVAIL NA
CORESTOTAL CORESTOTAL CPUS
CORESUSED CORESUSED NA

CPUS CPUS CPUS
CURLOAD CURLOAD NA
DOEXEC DOEXEC NA
DONETINFO DONETINFO NA
DOPROCINFO DOPROCINFO NA
DORTTRACING DORTTRACING NA
EFFLOAD NA NA
EXTRAS EXTRAS NA
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nc hosts

FULLINFO

GROUP

HB

HBPP

HEARTBEAT

HOST

ID

IDINT

LASTJOBID

LASTUPDATE

LIFETIMEJOBS

LOAD1

LOAD15

LOADS

LOADEFF

MACHINE

MANUALPOWER

MAXLOAD

MESSAGE

MESSAGESY S

MESSAGEUSER

MODEL

NAME

NUMJOBS

OSCLASS

vovselect from TASKERS

FULLINFO

GROUP

NA

NA

HEARTBEAT

HOST

ID

IDINT

NA

LASTUPDATE

LIFETIMEJOBS

NA

NA

NA

NA

MACHINE

NA

MAXLOAD

MESSAGE

MESSAGESY S

MESSAGEUSER

MODEL

NAME

NA

OSCLASS

Proprietary Information of Altair Engineering

vovselect from HOSTS

NA

NA

NA

NA

NA

NAME

NA

NA

NA

NA

NA

NA

NA

NA

NA

MACHINE

NA

NA

NA

NA

NA

NA

NAME

NA

NA
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nc hosts

PERCENT

PERSISTENT

PID

POWER

RAM

RAMFREE

RAMTOTAL

RAWPOWER

RELEASE

RESERVEDBY

RESERVEEND

RESERVEFORBUCKETID

RESERVEFORID

RESERVEGROUP

RESERVEJOBCLASS

RESERVEJOBPROJ

RESERVEOSGROUP

RESERVESTART

RESERVEUSER

RESOURCECMD

RESOURCES

RESOURCESEXTRA

RESOURCESPEC

RUNNINGJOBS

SLOTS

vovselect from TASKERS

PERCENT

PERSISTENT

PID

POWER

RAM

RAMFREE

RAMTOTAL

NA

RELEASE

RESERVEDBY

RESERVEEND

RESERVEFORBUCKETID

RESERVEFORID

RESERVEGROUP

RESERVEJOBCLASS

RESERVEJOBPROJ

RESERVEOSGROUP

RESERVESTART

RESERVEUSER

RESOURCECMD

NA

NA

RESOURCESPEC

RUNNINGJOBS

NA
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vovselect from HOSTS

NA

NA

NA

NA

NA

NA

RAMTOTAL

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA
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nc hosts

SLOTSTOTAL

STATSREJECTCORES

STATSREJECTOTHER

STATSREJECTRAM

STATSREJECTRESERVED

STATSREJECTSLOTS

STATSVISITS

STATUS

SWAP

SWAPFREE

SWAPTOTAL

TASKERGROUP

TASKERNAME

TASKERSLOTSSUSPENDABLE

TASKERSLOTSSUSPENDED

TASKERSLOTSUSED

TASKERTY PE

TIMELEFT

TMP

TYPE

UPTIME

UPTIMEPP

USER

VERSION

VOVVERSION

vovselect from TASKERS

SLOTSTOTAL

STATSREJECTCORES

STATSREJECTOTHER

STATSREJECTRAM

STATSREJECTRESERVED

STATSREJECTSLOTS

NA

NA

SWAP

SWAPFREE

SWAPTOTAL

TASKER

TASKERNAME

TASKERSLOTSSUSPENDABLE

TASKERSLOTSSUSPENDED

TASKERSLOTSUSED

TASKERTY PE

TIMELEFT

TMP

TYPE

NA

UPTIMEPP

USER

VERSION

VOVVERSION
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vovselect from HOSTS

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NAME

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA
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Upgrade Acceler ator

This section provides instructions to change the software version on which Accelerator runs.

Often you will do this to switch all the components (vovserver, vovtasker, vovsh) to a newer version, but you may also switch the
vovserver and vovtasker versions separately. For the discussion below, current refers to the version before the change, and new for
the version after it.

Y ou will find instructions for three common scenarios below.

Cold Upgrade Used when you are also shutting down the Accelerator computers, as for making
OS, hardware upgrades. All components will be on the new version.

Hot Upgrade Used to replace vovserver while allowing jobs to continue to run on the current
vovtasker version. vovserver will be on the new version, but vovtaskers stay on the
current version.

Rolling Hot Upgrade Used to allow the current software version to run jobs after the new version is

installed and starts running jobs. This method is recommended when the normal
workload consists of large-scale projects.

Note: The upgrade process includes downloading software archive files from the Altair website, which are then
unpacked or untarred into atemporary installation directory. The installer will ask for a destination directory.

=

When choosing the destination for the downloaded software, be careful to select a non-destructive installation path. This ensures
the current Altair Accelerator is not overwritten or otherwise damaged before the new software is installed and activated. Usually
the new version will beinstalled as a sibling of the current version, such as/ t ool s/ rt da/ 2013. 09 for the current and /

t ool s/rtda/2016. 09 for the new.

Cold Upgrade

This method is usually implemented with a physical overhaul, apart of amajor IT event. Thiskills al running jobs, which can be
highly disruptive.

To reduce the impact, Accelerator can be instructed to stop accepting and dispatching new jobs for a period prior to the shutdown
event, enabling some of the running jobs to complete. How many jobs will complete depends on the jobs' duration and the time
allowed before shutdown.

1. Download the Accelerator upgrade software.
Install the new software.
Using the new version, create a separate, temporary test queue (to validate the new version while production continues).
Validate the installation using the test queue that you created.

o > w D

Schedule and announce the upgrade.
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6. If you have multiple Accelerator queues, it is recommended that you set thNC_QUEUE to the name of the queue that is
undergoing maintenance. This helps prevents accidentally shutting down the wrong queue. Use the command:

setenv NC_QUEUE vncNanmeOF Queue

7.  Optional: Suspend the vovtaskers with the command below. This command puts the vovtaskers in the SUSP state; running
jobswill continue, but vovtasker will not accept new jobs. When vovtasker completes its current set of jobs, it will exit.

nc cnd vovtaskerngr stop

8. Optiona: At the point of the scheduled downtime, document the 1Ds of running jobs as those jobs will be terminated
forcefully. Thislist can be used to inform users that their jobs were terminated by the maintenance event.

nc list -r -a -0 @ D@ QSER@ @OVIVAND@

9. Optional: To automatically identify jobs when the queue is restarted, place the jobsin a specia set.
Example:

nc cnd vovset create "l npactedByQueueRestart" "isjob status==RETRACI NG'

10. Optional: Terminate these running jobs with the -force option, which should terminate the remaining taskers within afew
minutes.
Example:

vovt askerngr stop -force -all

11. Stop the vovserver of the queue with the command ncngr st op

12. Proceed with any necessary infrastructure maintenance.

13. Restart the queue.

14. Ensure that your shell is configured to support the correct number of file descriptors.

[E Note: Thisvalue cannot be changed after starting the queue.
15. Ensurethat you are pointing to the appropriate version of Accelerator with the command whi ch nc.

16. Start the queue with the command ncngr start.
A confirmation dialog will open.

17. Review the parameters carefully (especially number of file descriptors) before replying 'yes. (Starting the queue will
automatically start the taskers but this will take some time, be patient.)

18. Validate that jobs are dispatching normally.

[/ Note: Restarting alarge compute farm will take severa minutes.

19. Optional: Re-queue the jobs that were impacted by the shutdown. Use the following command:

nc rerun -f -set InpactedByQueueRestart
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Hot Upgrade

This method reduces upgrade impact -- less downtime for productivity, less abtrusive for the users. The vovserver and vovtaskers
are moved separately to the new version.

With this method, vovtaskers with running jobs are temporarily renamed, by appending _st opped_<t i nest anp> to their
regular names. This alows active jobs to finish, and restarted vovtaskers to use the regular names.

[E Note: If youareusing alarge value of VOV_RELIABLE_TIMEOUT you should suspend job dispatch (see
Suspend Accelerator Job Dispatch) for some time, 30-60s, before initiating the cutover.

Follow the steps below for the preparation portion of the procedure:

1. Download the Accelerator upgrade software.

2. Install the upgrade software.

3. Create aseparate, temporary test queue (to validate installation).

4. Vdidate the instalation by starting the temporary test queue with afew vovtaskers on the new version and running test jobs.
Cutover process:

5. Notify your Accelerator users of the scheduled upgrade.

6. Get ashell asthe Accelerator owner on the Accelerator vovserver host with current-version Altair Accelerator commandsin
the PATH.

Suspend job dispatching as in Suspend Accelerator Job Dispatch.
8. Stop the vovserver with the following command:

ncngr -qg nc-queue stop -freeze

[E Note: Thevovtaskerswith jobswill continue to run and will be renamed. The ones that have no jobs will
exit.

9. Ensurethat the shell you are using has a sufficiently high limit for file descriptors.
10. Sourcethe Altair Accelerator setup file for the new version, or use a separate shell set up for the new version.

11. Restart the vovserver with the new software version.
ncngr -queue nc-queue start
12. Optional: Restart a subset of the taskers. Use the following command:
nc cnd vovtaskerngr stop taskerl...taskerN
13. After the vovtaskers have finished their jobs and exited, run the following command:

nc cnd vovtaskerngr start taskerl...taskerN
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Proprietary Information of Altair Engineering


../../../accel/topics/shared/job_dispatch_suspend.htm
../../../accel/topics/shared/job_dispatch_suspend.htm

Altair Accelerator 2024.1.1
Altair Accelerator Administrator Guide p.294

Rolling Hot Upgrade

In this method, a new queue is brought up with the new version of the software; the previously existing queue remains fully
functional.

This approach permits both administrators and users to thoroughly test the new version of the software and selectively move
workloads to the new queue. The vovtasker machines are progressively moved from one queue to another by suspending them

on the old queue, allowing jobs to drain off (complete) and then restarting the tasker on the new queue. The advantage of this
approach is reducing risk: The old queue remains available during transition. Some disadvantages: The queue host:port and
possibly queue name changes is not transparent to users; the entire upgrade process may take many days,; you may need additional
licenses during the transition interval.

Download the Accelerator upgrade software.

Install the new upgrade software.

Create a new queue name.

Start the queue (created in step 1) on either the existing host machine for Accelerator or a new host.

Configure the new queue with the various policy and job class settings.

o o M W DN P

Suspend a number of the taskers on the old queue and when they have terminated (when existing jobs have completed), add
these taskers to the new queue.

Test and verify the software upgrade; transfer other remaining taskers after verifying new Accelerator.
After all taskers have been transferred, stop the old queue.

Stop Accelerator Job Acceptance

When preparing to stop Accelerator, you may wish to stop accepting new jobs so the queued jobs can drain before the shutdown.

Y ou can do this by implementing thevnc_pol i cy. t cl fileshownbelow. Sincevnc_pol i cy. t cl isinterpretedinline
during thenc r un command, this policy refuses new jobs with an informative message.

proc VncPolicyValidat eResources { resList } {
z This policy prevents submi ssion of new jobs with a nmessage
ft/o_vV\arni ng "Job not not submtted; NC closed by adm n"
(reé![tjrn $resList; # not reached

Suspend Accelerator Job Dispatch

Y ou can suspend job scheduling without stopping the Accelerator vovserver.

% nc [-q gnane] cnd vovsh -x 'vtk _server_config schedul er suspend'

Thiswill suspend the dispatching of jobs.
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To resume, use:
% nc cnd vovsh -x 'vtk server _config schedul er resune'

(in fact, any word other than 'suspend' will resume the scheduler)

Run Multiple Versions of Altair Accelerator

Accelerator can be run using a different software version than the software version used by the other Altair Accelerator projects.

Allocator

Specify the version used by a queue using the -version option. For more information, refer to the Altair Allocator user
documentation.

Indirect Taskers

For indirect taskers to work with a Accelerator server that uses a different version, set the environment variable
VNC_NEWVERSION to the full path of the root of the installation used by Accelerator.

For example, if the Accelerator server isusing the softwareinstalled in/ t ool s/ RTDA/ 2019. 01/ macosx/ bi n/
vovser ver, do thefollowing:

set env  VNC NEW/ERSI ON /t ool s/ RTDA/ 2019. 01
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Storage Awar e Scheduling

Thisdaemon vovfi | er d replaces older daemonslikevovi si | ond, vovnet appd and vovr egul at or d. Also the utility
vovfil er _set up isnolonger needed. The visualization of the filer information is now done either viathevovfi | erd. cgi
page or viathe utility vovf i | er dgui .

Storage Aware Grid Acceleration (SAGA) with vovfilerd

vovfi |l erdisusedto make Accelerator aware of the status of the filers.

Thesefilers can be of any type, but special treatment is done for Isilon filers (https://www.dellemc.com/en-us/storage/isilon/
index.htm), NetApp filers, and ElastiFilefilers.

For this daemon to work, you need:
e Accesstothecur | binary
* A user/password pair on each filer to be able to use the RestAPI (ask your Admin to help you with this)

Start and Configure the Daemon

% cd “vovserverdir -p vovfilerd
% vi config.tcl
# This is an exanple for vovfilerd/config.tcl
SR A L L
### d obal settings
FRAE R R R R R
DefineFilers {
AddFiler FS1 -probe 1 -testdir /net/fs120-ch/export/probes -period 1m

AddFil er FS2 -probe 1 -testdir /renote/fs2/ users/cadngr -period 20
AddFiler IFS -probe 1 -testdir /mt/isilon/dev -host ifsl -user admin -
passwd pw

}

The usage message for the procedure AddFi | er isthefollowing:

DESCRI PTI ON OF PROCEDURE:
AddFi | er <NI CKNAME> <ARGS>. ..

This procedure is only available in the config.tcl file for vovfilerd.
This procedure has to be called frominside DefineFilers {}
The first argunent is the short nicknanme you want to use for the filer
It will be useful in invoking the GU and it is reported in all interfaces.
The rest of the argunments are options:
The filer can be in one of these states based on the neasured val ue of
| at ency
and on the values of the 3 limts I112 13

State S1 Open- Loop if 1 <=11
State S2 St eady if 1 >11 &1 <=12

J\ ALTAIR
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State S3 Feedback if I >12 &1 <=13
State sS4 Pr eenpt if |1 >13
OPTI ONS:
- doc -- Thi s nessage
-t <TYPE> -- Type of filer: Known types are :Isilon Netapp Elastifile
Generic
Case insensitive. Default 'Generic'
-type <TYPE> -- Sane as -t
- pr obe <BOOL> -- Activate probe for filer using vovfsprobe. Default O.
-testdir <D R> -- Test directory for the vovfsprobe. This nust be a

writable directory
that sits on the filer being probed.
-period <TIMESPEC> -- How often you want the probe to run (last arg in
vovf sprobe)

Defaul t 30s
- preenpt <BOOL> -- Control whether preenption is activated when we reach
state $4.
Default O
-mn <N> -- Mninumvalue for controlling resource. Default 20
-max <N> -- Maxi num val ue for controlling resource. Default 1000
-limts <LIST 1112 13> -- Define the boundaries of the state of the filer
based on

neasured latency. The limts are in nmlliseconds.
The default values are { 5.0 10.0 18.0 }

I SI LON OPTI ONS:

-host <HOSTNAME> -- Used for Isilon to connect to correct host w th wget
-user <USERNAME> -- Used for Isilon to connect to host with correct user nane
-passwd <PASSWD> -- The password in Isilon to access the

EXAMPLE:

DefineFilers {
AddFiler F1 -probe 1 -testdir /renote/filerl/test
}
A simpleway to start vovf i | er d for testing is the following:

% cd “vovserverdir -p vovfilerd
% vovfilerd >& vofilerd.log &

Then start the GUI with:

% vovfilerdgui -f NAVE OF FILER &

J\ ALTAIR
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In this dialog, you can see the status of the selected filer, and a graph showing the raw/filtered value of the measured latency (pink/
red) and another graph showing the value of the controlling resource for that filer, i.e. the resource called Filer:NAME_OF FILER.

vovfilerd Behavior

Thevovfi | er d daemon:

* Monitors several metrics on one or more filers, such asthe average latency per operation; the main metric used to represent
the load on the filer isthe "Latency”, which is the "average latency per operation" measured in milliseconds;

e Throttles the load on the filer by means of aresource map called "Filer:NAME_OF_FILER"

* Preempt jobsto lower the load if the load on the filer exceeds a threshold.

Both the Latency signal extracted from the filer and the value of the controlling resource computed by vovfi | er d are low-pass

filtered to smooth out their behavior.

Thevaluesof L1, L2, and L3 can be defined by the administrator using the option -limitsin AddFi | er and can be different
for each filer. The limits represent latency values in milliseconds. They have to be at least 1.0 and each has to be larger than the

previous.

State of Filer Condition
S1#0penL oop Latency #L1
S2#Steady Ll<Llatency #L2
S3#FeedbackL oop L2<Latency #L3

Proprietary Information of Altair Engineering

Description

The controlling resource is enough to accommodate the demand
(running + queued); in this state of low latency, the resource is

alowed to grow rapidly

The controlling resource is set to about 2% above the current
running count, representing a slow growth of the number of

running jobs

The controlling resource is decreased based on the distance of
latency from (L2+L 3)/2. This state tries to maintain the latency

in the middle between L2 and L3
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State of Filer Condition Description
SA#Preemption L3 < Latency This state is the same as S3-FeebackL oop with the addition of

preemption in a pro-active attempt to lower the latency on the
driver. At every cycle, up to 5% of jobs impinging on the filer
are preempted. This requires preemption to be activated for this
filer with the option -preempt 1 in AddFi | er

The selection of the jobs to be preempted is based on a number of metrics:
e Only jobsthat declare the resource "Filer:NAME_OF_FILER" are considered
e Theage, priority of thejob: young jobs are more likely to be preempted, and low priority jobs are also preferred
« Thelatency experienced by the host on which the job is executing
« Thedirectory in which the job was started, based on the load on the filer by path

All preempted jobs are suspended with SIGSTOP, their licenses are recovered, and then they are restarted when the load on the
filer had decreased and the required licenses are again available.

Start vovfilerd
Oncevovfi | er disconfigured, it can be started and stopped like any other daemon using vovdaenonnygr :

% vovdaenonngr start vovfilerd
% vovdaenonngr status vovfilerd
(016

% vovdaenonngr stop vovfilerd

Usage: vovfilerd - h

vovfilerd: Usage Message

DESCRI PTI ON:
A daenpn to nonitor filers and control Filer: XXX resources.

USAGE:

% vovfilerd \[ OPTI ONS\ |
OPTI ONS:

-h -- Hel p usage nessage.

-V -- Increase verbosity.
EXAMPLES:

% vovfilerd
% vovfilerd -v -v
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Tuning vovfilerd

Y ou may need to refine the tuning of the L1,L2,L 3 limits that define the behavior of vovf i | er d for each specific filer. We
suggest a simple experiment that will help you see the effect of storage-aware-scheduling and also may help you decide on the
tuning.

The experiment consists of running two /O intensive workload (using dd) first with Storage Aware Scheduling and then without.
The difference in behavior can be monitored in the browser interface. The suggested workload consists of only "write-to-disk"
operations, so it is by definition an extreme workload. Real workload will behave better that this experiment.

First, bring up the GUI for the filer you want to test (in this example we assume the nickname for the filer is FS1), so you can keep
an eye on the measured latency on thefiler.

% vovfil erdgui -show
% vovfilerdgui -f FS1 &

%/ Filer:LOCAL
update:10s|interval :30m| close
Filer LOCAL State:| |[S3-FeedbackLeop running=0 gueued=0 n:1 12:2 13:[10
0 Iowpasl 16.91 2
23.67 0
20 raw|[

7 -30mds  -23m20s  -16md0s  -10m00s  -3m20s
Resource R . line avg last
. inuse Jij 0.00 0
) wotallf  4.00 4

7 -30m00s  -23m20s  -16md0s  -10m00s  -3m20s

Figure 19:
Next run the workload with storage-aware-scheduling, i.e. using the resource that represents the filer, in this case Filer:FS1:

% cd sone/directory/on/filer/FS1

% nkdi r OUT

% set env VOV_JOBPRQJ SASyes

%tine nc run -w -r Filer:FS1 -array 5000 dd of =QUT/ dd_ @ NDEX@ out
i f=/dev/zero count=1024 bs=102400

Next, run the same workload without the resource, so no restraint will be placed on it:

% cd sone/directory/on/filer/FS1

% nmkdi r OUT
% set env VOV_JOBPROJ SASno
% nc run -array 5000 dd of =QUT/ dd_@ NDEX@ out if=/dev/zero

count =1024 bs=102400

If you have a big enough farm, say close to 1000 cores, you will see that this second workload uses all machines you have and
creates even larger level of latency on the filer. The jobs, which should take about 1s each, may end up taking minutes to run
because of such congestion. If the jobs also required alicense, that license would be used by the job for way longer than it was
earlier with storage aware scheduling.
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To quantify the difference between the two modes of operation, lets navigate the browser interface (Home > Workload >
Job Plots) to look at this report (you will have to define a precise time range for the report, something of the form
20190506 T150000-20190506T170000", then report by project with no binning)
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Figure 20:

In this report you see the two workloads. (In this plot the SASno experiment comes before the SA Syes experiment). Look at the
average run time of the jobs. In SASyes experiment, the average duration is 5 seconds, while in the SASno experiment the average
duration is 2m47s, i.e. 33 times longer!
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Frequently Asked Questionsand Troubleshooting Tips

I'm doing an installation and configuration in a Windows environment - can | use Power Shell?
PowerShell is not supported; we strongly recommend not using PowerShell.

How do | contact Altair Engineering to get additional support, report abug, or request a feature?
Y ou can contact Altair Support at: https://community.altair.com/community.

Why can't | access Monitor'shistorical license usage through Accelerator?

Accelerator ships with aversion of Monitor that is licensed to monitor current license activity only. Thiseditioniscaled LMS
(Monitor Small). To access Monitor's historical license usage information, you must have the full version of Monitor.

What do | doin the event of a server failover or crash?
You can find a checklist for system recovery on the System Recovery page. Y ou can find this address with the command:

nc cnd vovbrowser -url /cgi/sysrecovery. cgi

Whereisthe policy.tcl file? What about thetaskers.tcl file? Theresources.tcl and security.tcl files?
All . t cl configuration filesfor Accelerator arelocated at $VOVDI R/ . . /. ./ vnc/ vnc. swd

How do | enabletheretrace of morethan 400 jobs at atime?

The limit to how many jobs can be run/retraced at any given moment is defined by the maxNormal Clients config variable. To
change the variable, you can use the command:

vtk _server_config "maxNormal d i ents" nmaxnunber of j obs

How do | receive email natifications on job completion?
To receive automatic notification of major FlowTracer and Accelerator events, you should usethevovnot i f yd daemon.

How do | track the memory usage of taskers?

VOV automatically keepstrack of tasker memory usage. vovtasker keeps logs of 1 minute, 5 minute, and 10 minute load averages
of the machines where taskers are running on. The tasker reports are available on the Tasker Load page. The Accelerator URL can
be found with the command:

nc cnd vovbrowser -url /cgi/taskerl oad. cgi

Why are my jobstaking so long?

There are multiple reasons why FlowTracer jobs may be retracing slowly. Fortunately, Accelerator produces reportsto help
diagnose any problems. Read about available reports at Resource Plots in the Altair Accelerator User Guide..

How do | changeto another version of Accelerator?
To upgrade Accelerator software, refer to Upgrade Accelerator.
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How do | accessinformation on license usage?

Accelerator does not have this functionality. This functionality belongs to Monitor. If you have Monitor installed and fully
working, you can display license information at on the FTLM page.

Why are my licenses not fully utilized? I'm surethey're completely booked.

Your licenses are not fully utilized probably because they are not overbooked.

Essentially, the jobs being run do not use alicense 100% of the time. Because there are jobs booked for licenses 100% of the
time, there will be times where licenses are not utilized. Thisis because one or more jobs will still be running, but be done with

the license that was booked. To rectify this, jobs are queued for more than 100% of the licenses, allowing another job to start and
utilize the open license.

How do | share licenses between jobsin queue?
Read more on license at License Sharing Support.

My tasker issick! What do | do?

Y our tasker is sick because it has not sent out a heartbeat for at least 3 minutes. This may mean your tasker has crashed or
disconnected. Once you have identified a sick tasker, you can proceed to troubleshoot it to fix the problem.

Thislist may be helpful:
* Check to make sure the machine itself is healthy. Make sureit is running, connected to the network, and not jammed.

e Check to seeif vovtasker or vovtaskerroot is still running. If it isn't, then the tasker program itself has crashed. Y ou should
restart the tasker program with:

vovt askerngr start

« Check to seeif vovtasker or vovtaskerroot is stuck. If it is, Linux commands such asst r ace and pst ack should provide
you with enough information to fix it.

My tasker ishealthy, but all jobs sent to the tasker come out failed. What is going on?
Y our tasker iswhat is called ablack hole. It appears healthy, but isin fact unable to execute jobs. Thereis functionality to enable
automatic detection of black holes in the Black Hole Detection page.

When ablack holeisfound, it would be prudent to send asimple job such ascp or sl eep to the tasker to confirm its black hole
state.

| want to give a different amounts of resour cesto different sites. How can | do that?
FairShare is a mechanism to allocate CPU cycles among groups and user according to apolicy. Thiswould be your best bet.

How do | limit aresourcefor a particular user?
Although it is not recommended, information on limiting users can be found on the Limit Users page.

My job waskilled because it failed to start within 1m00s!

This can be caused by a bad NFS mount point, or an automounter that is so overloaded, that it fails to mount the run
directory for the job in under a minute. Although thisis a hardware problem, there is aworkaround by changing the variable
VOV_MAX_WAIT_NO_START to avaue over 1 minute.

/\ ALTAIR

Proprietary Information of Altair Engineering



Altair Accelerator 2024.1.1
Altair Accelerator Administrator Guide p.304

How do | setup prioritized licence usage?
For example, to use the licence FOO_BAR_A first, then the licence FOO_BAR_B second, use:

vt k_resourcemap_set FB-lic UNLIM TED "Licence: FOO BAR A OR Licence: FOO BAR B"

In the jobclass. To set it in aresource map, use:

set VOV_JOB DESC(resources) "Licence: FOO BAR A OR Licence: FOO BAR B"

Why am | missing the plotswhen | look at a resource or licensereport?

Probably, what is causing the plots to be missing is a name resolution issue. To fix this, make sure VOV_HOST_HTTP_NAME
isset correctly. If all elsefails, set thisto the host's I P address, not network name. To update a running server, you must use the
command:

vtk _server_setenv VOV_HOST_HTTP_NAME XXX

vovresour ced isnot starting, says'Failed to source'" too many resources'!

Most likely, you have exceeded the limit for resource mapsin use. To raise this limit, change the maxResMap value in
policy.tcl.

How do | ensurethat atool is preemptable robustly?

Sometimes atool will crash when preempted. To test whether thisis Altair, or the tool vendor, try and run the tool without Altair
binaries (pure UNIX code) and see if the tool still crashes. The steps to do this are as follows:

1. Start the EDA tool(s) which you wish to test.
2. Usethe UNIX command ps to find the PID of the EDA tool(s):
% ps | grep firefox
PID TTY TI ME CVD
349 ? 00: 24:19 firefox
3. Send TSTP and CONT signals 10 seconds apart repeatedly. Try thisin your shell:

% kill -TSTP 349 ; sleep 10 ; kill -CONT 349 ; sleep 10 ; kill -TSTP 349 ;
(etc...)

Following these steps, if the tool crashes, then the problem is independent of Altair, as not asingle line of Altair code was
executed.

| set aconfiguration in the policy.tcl file, but it isnot taking effect!
Most likely, the file has not been read yet. Try a

% nc crmd vovproject sanity

I havealot of log files, how can | remove the older files?
An easy way to remove filesthat are over 60 daysold isusing thevovcl eanup command:

% nc cnd vovcl eanup - proj
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[E/ Note: When preemption is heavily used, log files tend to build up.

How do | test a policy change beforereleasing it to production?
To test policy changes you can use the soft rel ease mechanism. Here's a summary:
e Create atest queue.
e Set up thetest to use files from the repository of the master queue.
e Test ahot filein asandbox, identify and fix the errors before releasing it to the production domain.

I am upgrading the software - how do | suspend Accelerator from dispatching jobs?

Typically, to minimize the impact of upgrading the overhauling the system, the vovserver is stopped from dispatching new jobs,
while jobs that are running are allowed to complete on the vovtasker. There is more than one way to do this: Cold Upgrade, Hot
Upgrade and Rolling Hot Upgrade. For more information and instructions, refer to Upgrade Accelerator.

HPC Advice

This section provides recommendations to obtain the maximum performance from your Accelerator. As Accelerator is afast
system, fine-tuning performance may only be needed when running several hundreds of thousands of jobs daily.

Usethe Latest Altair Accelerator Release
The performance of the Accelerator scheduler is frequently updated. Using the most current version is recommended.

Use the vwn Wrapper

The wrapper vwn (aliasfor vw - d) is afaster wrapped because it avoids communication with vovserver. The regular vw checks
the timestamp of the outputs after the job is done, whereas vwn does not. An example is shown below:

% nc run -w apper vwn -array 100 sleep O

To further push performance of the scheduler, you may want to use two options:
< -nolog: this disables the creation of thelog file
» -nodb: this disables the logging of the job execution used for adding job info to the database

% nc run -w apper vwn -nodb -nolog -array 100 sleep O

* Thebenefit of using vwn is speed.

e Thedisadvantageisthat jobs that require the -wl option cannot be run. However, this disadvantage may be not be significant,
as-wl adds arelatively high load for what it does: -wl requires an extra notify client to handle the event generated when the
job terminates.
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Reduce the Fair Share Window

When running millions of jobs per day, it is not important to keep along FairShare history. Typically, awindow of 2 to 5 minutes
tracks sufficient history. An example follows:

% nc cnd vovfsgroup nodrec /sone/fs/tree w ndow 2m

Reduce the autoForget Times
By forgetting jobs more quickly, the memory image of vovserver is kept smaller. An example is shown below:

# In policy.tcl

set config(autoForgetValid) 3m
set config(aut oForgetFail ed) 1h
set config(autoForget & hers) 1h

Disable Wait Reasons
If analyzing what causes wait time in the workload, the wait reason analysis can be disabled as shown below:

# In policy.tcl
set config(enabl eWai t Reasons) 0

Wait time analysis can then be re-enable as needed as shown below:

% nc cmd vovsh -x 'vtk server_config enabl eWait Reasons 1'
### col |l ect sone data for a few m nutes, then

% nc cmd vovsh -x 'vtk server_config enabl eWai t Reasons 0’

Disable File Access

Disabling file access is mostly a high-reliability option. By disabling file access, the vovserver never looks at any of the filesin the
user workspaces, which avoids the risk of disk slowness or disk unavailability. An example is shown below:

% nc cmd vovsh -x 'vtk server_config disablefileaccess 2

Reduce Update Rate of Notify Clients

Notify clients, clientsthat are tapping the event stream from vovserver (suchasnc gui ,voveventnonornc run -w),
are updated immediately in the inner loop of the scheduler. If the environment includes hundreds of such clients, it may be
beneficial to slow down the update rate by setting the parameter not i f ySki p. The default value is 0: no skip. Typically, the
more events that take place, the more events that can be skipped without notice. For example, if several events are taking place,
setting not i f ySki p to 100, fewer updates may not be noticed. If the number of eventsis small, a one-second delay may be
noticed in some updates of the GUI. skipped without notice.

[/ Note: Regardlessof the setting, the maximum time between updates is one second.

# In policy.tcl
set config(notifySkip) 100
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NVIDIA™ GPUs Support in Accelerator

If you have machines with multiple GPUs, you can harness the power of those devices by following these guidelines, which have

been tested with up to 8 GPUs per machine.

1

Proprietary Information of Altair Engineering

Start a"vovtaskerroot” in each machine with one consumable hardware resource for each of the GPUs on that machine. Call
these resources GPU: Tes| a<N> where Nis an index starting from 0.

# In taskers.tcl

set res4gpus "GPU Tesl a0/ 1 GPU. Tesl al/1l GPU. Tesl a2/ 1 GPU: Tesl a3/ 1"
vt k_tasker _define nv00Ol -resources $resdgpus

vt k_tasker _define nv002 -resources $resdgpus

#o...

vt k_tasker _define nvXXX -resources $resdgpus

Define job resources of type G Tesl a<J> where J isthe number of GPUs that are requested by the job. For each J you

need to define the maps from the job resource to the HW resources of type GPU: Tesl aN.

For example, G Tesl al iseasy and it needs to map to the OR of any of the available GPUs, whileG. Tesl a4 is al so
easy because it needs to map to the AND of all 4 devices.

# In resources.tcl

set mapOR "GPU: Tesl a0/1 OR GPU: Tesl al/1 OR GPU: Tesl a2/ 1 OR GPU: Tesl a3/ 1"
set nmapAND " GPU: Tesl a0/ 1 GPU: Tesl al/ 1 GPU: Tesl a2/ 1 GPU: Tesl a3/ 1"
vtk _resourcemap _set G Teslal -max unlinmted -map $mapOR

# ...

vt k_resourcemap_set G Tesla4 -max unlimted -nmap $nmapAND

The other mapsfor G Tesl a2 and G Tesl a3 are more complex, and for larger values of Nit is not feasible to use

all possible combinations of devices. To help compute those maps, and to reduce the number of combinationsto a

workable subset, we provide aprocedure called f i ndConbi nat i ons in$VOVDI R/ scri pt s/ her o/ nvi di a/

hero_nvi di a_resources. tcl.Fee freeto copy that fileinto your r esour ces. t cl file.

proc findConbinations { list n} {
#
# Recursive procedure to find all conbinations of 'n' elenments from'list'.
#
set result {}
set | [Ilength $list]
if { $I >=3$n} {

set inc 1
for { set i O} { $i <& } { incr i $inc } {
set elem [lindex $list $i]

set sublLi st [Ireplace $list O $i]
set subConbos {}
if { $n > 1} {
set subConbos [findConbi nations $subList [expr $n-1]]
if { $I > 2 & [Ilength $subConbos] > 1 } {
### When the conbi nations are too-many, use only the first
conbo.
set subConbos [|range $subConbos 0 0]
}
f oreach subConbo $subConbos {
| append result [concat $el em $subConbo]

} else {
| append result $el em

J\ ALTAIR



Altair Accelerator 2024.1.1

Altair Accelerator Administrator Guide p.308
}
return $result
}
## Maxi mum nunber of GPUS in any of the farm machi nes.
## Call the GPUS "GPU. Teslal ... GPU Tesla3 ..."
set MAX 8
set GPUS {}

for { set i 0} { $i < $SMAX} { incr i } {
| append GPUS " GPU: Tesl a$i /1"

# A resource to count how many GPUs are in use.
vt k_resourcemap_set G TeslaNum -total unlimted

for { set i 1} { $i <= $MAX } { incr i } {
set options [findConbinations $GPUS $i |
set optionsWthParent heses ""
set sep ""
foreach opt $options {
if { [Ilength $opt] > 1}
append optionsWthParent heses "$sep ( $opt )"
} else {
append opti onsW t hPar ent heses "$sep $opt"

set sep " OR'

vtk_resourcenmap_set G Tesla$i -total unlimted -map "G Tesl aNun#3i
( $opti onsWt hPar ent heses )"

3. Submit your workload using the wrapper vovgpu which isascript that interprets the "SOLUTION" computed by the
scheduler and passes the selected list of devices to the application viathe environment variable VOV_GPUSET or with the
macro @GPUSET@. Note that VOV_GPUSET gives you a space-separated list of devices, while @GPUSET@ givesyou a
comma-separated list.

With this setup, you can submit arbitrary workloads which request any number of GPUs.

%nc run -r G Teslal -- vovgpu sone_job requiring gpu -devi ces=@PUSET@ -argl -arg2
%nc run -r G Tesla2 -- vovgpu sone_job _requiring gpu -devi ces=@PUSET@ -argl -arg2
% nc run -r G Tesl a3 -- vovgpu sone_j ob _requiring_gpu -devi ces=@PUSET@ -argl -arg2
%nc run -r G Tesl a4 -- vovgpu sone_j ob_requiring_gpu -devi ces=@PUSET@ -argl -arg2

If you are new to Accelerator, it is worth remembering that you can get project tracking if you use the -jobproj option. For
FairShare, usethe -g and -sg optionsinnc r un, asin this example:

%nc run -r G Teslad4 -jobproj Machi neLear nAbout Cats -g /bu/ai/rd vovgpu
nmy_m _app
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Simulation Scripts

This section describes job simulation scripts that emulate jobs. Such scripts are often used by devel opers as well as business
systems analysts.

Typically, these scripts perform no real functions and do not access licenses; they emulate the appearance of actual usage. These
scripts are often used to debug a system or configuration issue, test the capacity of the system, checking if the resources are
available for upcoming jobs, and setting benchmarks for dispatching jobs, such as 1000 callsof nc run / bi n/ dat e.

Why Developers Use Simulation Job Scripts

Sometimes devel opers need to test aflow under realistic conditions to ensure that all settings are correct that users have access to
resources, permissions and quotas, to run the jobs that they intend to run.
« Developers may not have access to the tools; they need to create simulated jobs for realistic testing in an artificial
environment.

» Developers may have access, but in an earlier stage of development, it may be preferable to create placeholder tools, thus
avoiding the use and cost of licenses.

Using Job Script Simulationsfor Troubleshooting and Planning

Running tests with simulated jobs can help identify hardware bottlenecks or other system limitations. Using test scripts with
proportional values help generate profiles very quickly, such as usage over time. Such scripts can be used with scaled memory/time
requirements, such as 1 Megabyte of memory of atest script represents 1 Gigabyte represents 1 Megabtyte of actual usage, or 1
minute of atest script represents 1 hour of actual usage.

For more basic flows in which each stage consists of similar types of jobs, test scripts may not be needed. However, for more
complex flows with jobs that have different characteristics and dependencies, estimating the longest path, how often job
requirements result in conflict and so on, are difficult to estimate without running tests that provide resultsto analyze.

% sl eep X
% cp aa bb
% vovent i ne

Guidedinesfor Simulation Job Scripts
Frequently Used Code

e array
« cp filelfile2: Emulates!/O datatransfer.

Note: To successfully view adatatransfer on ajob profile, very large files must be used; transactions
and other usages must continue at least one minute to be visible.

=

* sl eep x: Do nothing during the specified time x. For tests and evaluations, it is best to include a random number
generator. Used alone, sleep jobs complete at known, precise times - based on the specified timing, several jobs could
complete simultaneously, which does not occur in actua job runs. For information about job profiles, refer to Job
Profiling in the Altair Accelerator User Guide..

e vovneti nme: Allocates memory, also uses CPU.

e vtool : Used for calling licenses. vt ool can be used to emulate calling licenses. For information, refer to Wrap
Unlicensed Toolsin the Altair Monitor Administrator guide.
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Smple examples of scripts

[E/ Note: Using the sleep command aone may cause unrealistic behaviors, such as all jobs completing at the
same time. Due to the scheduling of jobs and the availability of resources exact timing is unlikely. For more
realistic behaviour, including arandom variation of timing is recommended.

bash version

% #! / bi n/ bash

% dur=$[ ( $RANDOM % $1 / 5 ) + $1 ]s
% echo "Sl eeping for $dur"

$% sl eep $dur

Sanity Check for vovserver

The command sani t y isused to perform checks on the consistency of the trace and of other internal data structures.

Use sanity check when the server appears confused about the status of the trace.

% vovproj ect sanity

Usether er ead command to re-read the server configuration. Thefilesread arepol i cy. tcl ,security.tcl,equiv.tcl,
setup. tcl,andexcl ude. tcl.

You need not user er ead after changestot askers. t ¢l , itisnot avovserver config file. Itisused by vovt asker ngr .

% vovproj ect reread

sani t y does awide variety of checks, cleanups, and rebuilds of internal data structures. Check the vovserver log file for
messages that include sani t y. Here are some of the main thingsthat it does:

e Clearsall aerts

* Flushesjournal and crash recovery files

e Clears|P/Host caches

e Stops and restarts resource daemon (vovr esour ced)

e Checks and cleansinternal object attachments

* Vaerifiesall places and jobs have sensible status

* Resets user statistics and average service time

* Checksthe contents of system sets like System:jobs

« Removes older jobs from recent jobs set

e Makessureall jobsin the running jobs set are actually running
* Verifiesall sets have the correct size

e Clearsthe barrier-invalid flag on all nodes and recomputes it
¢ Clears empty retrace sets

¢ Checks preemption rules
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* Checksall tasker machines, marking them sick if they are not responding

» Checksfor rebooted tasker machines and terminates jobs attached to them

* Checksfilesystems on tasker machines and verifies mount points

» Clearsresource list caches from jobs

e Clearsand rebuilds job class sets

* Createslimit resources for ones that are missing

« Verifies grabbed resources (non running jobs should not have any)

e Makes sure only running jobs have stolen resources

* Reservesresources for al running jobs

« Create any missing resource maps for groups and priorities

e For each job with 1/O, makes sure outputs are newer than inputs

« Makes sure any file with running status has an input job with running status
* Verifiesthe status of all nodes

e Checksfor stuck primary inputs (primary inputs should only be VALID or MISSING)
e |If afileisinvalid or missing, but the input job is VALID, turn thejob INVALID
e Findsrunning jobs without tasker and changes the status to SLEEPING

« Makessureal input filesof aVALID job arealso VALID

e Makessureall output files of ajob have the same status as the job

* Recomputes waitreason counts

» Checksjob queue buckets

* Veifieslink between job queue buckets and resource maps

* Makessureal queued jobs have job queue buckets

e Checks FairShare groups

e Checksfor alicense

Disable Regular User Login

This section provides guidelines to disable the ability for those with the USER level of privilege to log onto selected tasker
machines. Most often, for better throughput, thisis applied to use selected machines as part of a computing resource pool
exclusively through Accelerator.

Note: Disabling the login to avovtasker is not anormal or supported use of VOV functionality.

=

Disabling user login to the selected tasker machinesis done in two phases:
1. Disableuser logins
2. Setupvovtsd

Phase 1
1. Disableall user logins except for the superuser or root on the selected machine.
2. Createthefile/ et ¢/ nol ogi n. The content of the file will be the message the users receive when they try to login.
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Anexampleof / et ¢/ nol ogi n on host hO1 is shown below:

% cat /etc/nologin
Logi n di sabl ed. Contact adm n for help.

When aregular (non-root) user tries to login, the message shown to the user will be asfollows:

%rlogin -1 john hO1
j ohn's Passwor d:
Logi n di sabl ed. Contact admin for help.

| ogi n:
Phase 2: Set Up vovtsd When login is disabled for the USER level and VOV ADMIN istypically not aroot user, it is not possible
to use rsh or ssh to either start or stop taskers from remote machines, such using the command vovt asker nmgr . In this scenario,
vovt sd can be used to manage the tasker machines remotely.
3. Log onto themachineasr oot , switchto VOV  ADM N and then start vovt sd.

4.  From aremote machine, start or stop atasker on this machine using a previously used method, such as using the command
vovt asker ngr orncngr reset,the GUI or abrowser.

% su - vncadnin
% vovt sd - nor mal
5. Step 4 assumes that the shell for user "vncadmin® is set up to run the VOV software. Some accounts do not have this setup.
In that case, thevovboot script could be used to start vovt sd.

% su - root
% /full/path/to/vov/installation/common/scripts/vovboot vovtsd -nornal

To start vovt sd at boot time, consider deployment of the S99vovt sd script, acopy of which can be found in the directory
$VOVDI R/ et ¢/ boot / S99vovt sd. Copy thisscriptinto/ et ¢/ r ¢3. d/ S99vovt sd and customize it to fit the installation

requirements.

e Ensurethat vovt sd isrunning.
e Automatically restart vovt sd on reboot of the machine. This enables the machine to provide continuous computing power
without having to log in as root and manually start vovt sd.

[/ Note: If vovt sd isalready running on a host and starting another host is tried, that second host will not start
because the port is already occupied; starting vovt sd on aregular basisis agood way to ensure it is aways
running. Keeping the host running can be done with a cron job as shown in the example below:

% su - vncadm n% crontab -e

# Start vovtsd every thirty mnutes
1,31 * * * * [full/path/to/ VOV comon/scri pts/vovboot vovtsd -normal > /

dev/ nul | 2>&1
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Auxiliary Group Membership

Theory

If VOV_USE INITGROUPS s set, the subtasker callsi ni t gr oups() . Thisisan OS call that setsall (or max 16) auxiliary
groups. Theresulting list of groupsis not cached. Another job will call i ni t gr oups() again.

The defaultisto not call i ni t gr oups because it may load the name services too much.

By default, the vovtasker calls the external utility vovget gr oups, which uses the value of VOV_ALARM to decide how long
to wait for areply (default 10 seconds). The VOV_USE VOV GETGROUPS environment variable can be used to control this
behavior:

Set to 0 to disable the call to the external utility and usethe get gr ent () POSIX API function to find al groups that are valid
for auser. If there are more than 16, the list istruncated to the first 16. The list is cached by vovtasker, so only thefirst job for a
user causes traffic with the name services. Thisis only recommended in small environments, as this method can create significant
delays, and even blocking conditions, in complex environments (e.g. Linux with LDAP).

Set to 2 to continue to use the external utility, but instruct the utility to call the get gr ent () POSIX API function instead of
the default call to get gr oupl i st () . Thisismainly for debugging purposes, since this mode of operation resultsin slower
processing of group information.

History

Prior to 2016.09 & 2015.09u8
If VOV_USE VOVGETGROUPS was set to any value, when a tasker needs to get group data it will use the
vovget gr oups externa utility (a separate executable). This utility isrobust to LDAP errors or timeouts which would
otherwise causethe get gr ent library call to hang indefinitely (and block the tasker from issuing further jobs).
Prior to customers switching to Centos6.x and SSSD name service, the use of VOV_USE VOV GETGROUPS was
recommended. After the switch to Centos6.x/SSSD, a bug was found that prevented all groups from being fetched.
Switching to VOV_USE _INITGROUPS=1 and leaving VOV_USE VOV GETGROUPS unset appeared to fix the problem,
but at the probable cost of reduced performance and increased name service load.

2016.09 & 2015.09u8 and Later Versions

If VOV_USE VOVGETGROUPS was set to any value other than 1, it would behave like pre 2016.09 code and use
getgrent ().If VOV_USE VOVGETGROUPSwas set to 1, it would use get gr oupl i st (), which isanewer utility
(but till old) to get group information with higher performance.
The downside to setting VOV_USE VOVGETGROUPS=1 in 2016.09 is that there may be some off-beat OS's that don't
support it. However, it seemsto be faster, work with SSSD, and doesn't load the name service as much.
The recommendation based on the review of the history and the code is the following:

e UseVOV_USE_VOVGETROUPS=1 and leave VOV_USE_INITGROUPS unset if you are on <2015.09u8 earlier

and not using Cent0S6.6 with SSSD (uses non blocking get gr ent )

e Leave VOV_USE_VOVGETGROUPS unset and set VOV_USE_INITGROUPS=1 if you are on < 2015.09u8 and
want to use CentOS6.6/SSSD (uses an extra group init & get gr ent )

¢ Set VOV_USE_VOVGETGROUPS=1 and leave VOV_USE_INITGROUPS unset if you are on 2016.09 or
>2015.09u7 and running a common OS (non blocking, get gr oupl i st)

* Set VOV_USE_VOVGETGROUPS=1 and leave VOV_USE_INITGROUPS unset if you are on 2016.09 or
>2015.09u7 and running an uncommon OS (non blocking, get gr ent ).
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If both are set then VOV_USE VOV GETGROUPS dominates.
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Troubleshooting

Answers to common questions when using Monitor.

The Server Doesn't Start

1. Makesureyou haveavalid RLM license. Type:

% rl nst at

-a

2. Check if the server for your project is aready running on the same machine. Do not start an Accelerator project server more
than once.

% vovproj ect enabl e project % vsi

3. Check if the server istrying to use a port number that is already used by another vovserver or even by another application.
VOV computes the port number in the range [6200,6455] by hashing the project name. If necessary, select another project
name, or change host, or use the variable VOV_PORT_NUMBER to specify an known unused port number. The best place
to set thisvariableisintheset up. t cl filefor the project.

4. Check if the server istrying to use an inactive port number that cannot be bound. This can happen when an application,
perhaps the server itself, terminates without closing all its sockets.

The server will exit with a message similar to the following:

... hore out put from vovserver. ..

vsb52 Nov 02 17:34:55 0 3 / horre/ j ohn/ vov
vs52 Nov 02 17:34:55 Adding |licadm@enus to notification nanager
vs52 Nov 02 17:34:55 Socket address 6437 (net=6437)

vs52 ERROR Nov 02 17:34:55 Binding TCP socket: retrying 3

vsb52 Nov 02 17:34:55 Forcing reuse..

vs52 ERROR Nov 02 17:34:58 Binding TCP socket: retrying 2

vs52 Nov 02 17:34:58 Forcing reuse..

vs52 ERROR Nov 02 17:35:01 Binding TCP socket: retrying 1

vs52 Nov 02 17:35:01 Forcing reuse..

vs52 ERROR Nov 02 17:35: 04 Binding TCP socket: retrying O

vs52 Nov 02 17:35:04 Forcing reuse..

vs52 ERROR Nov 02 17: 35:04

PROBLEM The TCP/IP port with address 6437 is already being used.

PCOSSI BLE EXPLANATI ON:

- A VOV server

- The ol d server
of its old clients are still

is already running
is dead but sone
alive

(pl ease check)

(conmon)

- Anot her application is using the

addr ess

(unlikely)

ACTI ON: Do you want to force the reuse of the address?
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a) If thishappens, list all VOV processes that may be running on the server host and that may still be using the port. For
example, you can use:

% / usr/ucb/ ps auxww | grep vov

j ohn 3732 0.2 1.5 2340 1876 pts/13 S 17:36:18 0:00 vovproxy -p
acprose -f - -b

j ohn 3727 0.1 2.2 4816 2752 pts/13 S 17:36:16 0:01 vovsh -t /rtda/

VOV/ 5. 4. 7/ sun5/tcl/vtcl/vovresourced.tcl -p acprose

b) Wait for the processto die on its own, or you can kill it, for example with vovki | | .
% vovkill pid

¢) Restart the server.

5. You run the server as the Accelerator administrator user. Please check the ownership of thefilesecurity. tcl inthe
server configuration directory vnc. swd.

UNIX TaskersDon't Start

Accelerator normally relies on remote shell execution to start the taskers, using either r sh or ssh.

e Ifusingr sh try the following:

% rsh host vovarch

where host isthe name of a machine on which there are problems starting a tasker.

This command should return a platform dependent string and nothing else. Otherwise, there are problems with either with the
remote execution permission or the shell start-up script.

« |f the error message is similar to "Permission denied”, check thefile. r host s in your home directory. The file should
contain alist of host names from which remote execution is allowed. See the manual pagesfor r sh andr host s for details.
Y ou may have to work with your system administratorsto find out if your network configuration allows remote execution.

» If using ssh, perform the test above but use ssh instead of r sh. For more details about ssh see SSH Setup in the VOV
Subsystem Administrator Guide.

< |f you get extraneous output from the above command, the problem is probably in your shell start-up script. If you are a C-
shell user, check your ~/ . cshr ¢ file. The following are guidelines for aremote-execution-friendly . cshr c file:

# Echo messages only if the calling shell isinteractive. Y ou can test if ashell isinteractive by checking the existence of
the variable prompt, which is defined for interactive shells. Example:

# Fragnent of .cshrc file.
if ( $?pronpt ) then

echo "I aminteractive"
endi f

# Many . cshr c scriptsexit early if they detect a non interactive shell. It is possible that the scripts exit before sourcing
~/ . vovr ¢, which causes Accelerator to not be available in non-interactive shells. Compare the following fragments of
. cshr c filesand make sure the code in your file works properly:
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The following example will not work properly for non-interactive shells:

if ( $?pronpt ) exit
source ~/.vovrc

This exampleis correct, source . vovr ¢ and then check the prompt variable:

source ~/.vovrc
if ( $?pronpt ) exit

This exampleis also correct:

if ( $?pronpt ) then
# Define shell aliases

endi f
source ~/.vovrc

# Do not apply exec to asub shell. Thiswill cause ther sh command to hang.

# Do not do this in a .cshrc file
exec tcsh

License Violation

Accelerator is licensed by restricting the number of taskers. Thisis the number of all unique hosts that run taskersin all instances
of Accelerator serversthat use the same license.

Y ou can find out the capacity of your license with the following command:

%rl nstat -avail

Thefile$VOVDI R/ . ./ ../vnc/vnc. swd/ t askers. t cl definesthelist of hosts that are managed by the server. Make sure
the number of tasker hosts is within the license capability.

Crash Recovery

In the event of a crash or failover, you can find a checklist of what to do on the System Recovery page.

This address can found using the command:

nc cnd vovbrowser -url /cgi/sysrecovery. cgi
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Backwards Compatibility and Migrating from Previous Versions

This chapter provides information about deprecated features that are still supported. This information is provided should you see
older commands in use after a software upgrade or migrating to a newer Accelerator.

Asthese older features, commands and options may soon become unsupported, using the current commands and options instead is
strongly recommended.

Tasker Resources

The resources offered by atasker are represented by a space-separated list of tokens. Resources can be explicit or symboalic.

The resources described in this section have been obsoleted. The new information about Hardware Resources in provided in
Hardware Resources. The resources described in this section are still supported.

The resourcelist is the concatenation of two sublists:

* Theresources specified with option - r , which can be either a static list (explained below) or dynamically computed list as
explained in Time-Variant Taskers.

* Theresources specifiedinthet asker C ass. t abl e file
The option - r in vovtasker defines the resources offered by the tasker.

Examples of explicit resources:

% vovt asker -r "uni x di skio RAM 512"
% vovt asker -r "RAM 3000 REGRVACHN NE"

Symbolic Resourcesfor Taskers
The following table describes all symbolic resources defined for taskers. By default, atasker provides the resources corresponding

to the symbolic resource @GSTD@
Symbolic Resour ce Description

@ARCHITECTURE@ It has value 'win64' on Windows, and the same as
@MACHINE@ on UNIX.

@CPUS@ A consumable resources indicating the number of CPUS in the
tasker (example for a4-CPU machine: "CPUS/4").

@DISPLAY @ The name of the X display accessible by the tasker and derived
from the value of the environment variable DISPLAY .

@HOST@ The name of the host on which the tasker runs.

@MACHINE@ The name that identifies the machine type . On Windows, this
have value 'x86'.
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Symbolic Resour ce

@MODEL@

@OS.VERSION@

@OSs@
@OSCLASS@

@RAMFREE@

@RAMTOTAL@

@RAM@

@RELEASE@

@SMARTSUSPEND@

@STh@

@SWAPFREE@

@SWAPTOTAL@
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Description

Linux: an abbreviated version of the "model name" linein
the output of / pr oc/ cpui nf o, otherwise the valueis
"Model:unknown". Not available on the other platforms.

The name of the operating system, including the version
number (for example, Linux.1.0).

The operating system name (for example, Linux).
Either "unix" or "windows".

The amount of available physical memory (RAM), in MB.

On aLinux system, thisis computed by opening/ pr oc/
memi nf o and by adding up the values for MemFree, Buffers,
and Cached.

% cat /proc/ nmem nfo

Menilrot al : 6100392 kB
Mentfr ee: 1848576 kB
Buf f ers: 188596 kB
Cached: 2686368 kB
SwapCached: 16 kB
Acti ve: 1847404 kB

The total amount of physical memory (RAM), in MB.

Thisis aconsumable resource representing the residual amount
of RAM after taking into account the jobs running on the
tasker.

Thisis mostly used on Linux to represent the name of the Linux
distribution. On most systems, thisis computed by running
| sb_rel ease -isr.

Either the string "smartsuspend"” if SmartSuspend (by Jaryba) is

available on the machine or the null string "".

The default for each tasker, which corresponds to the

set @CPUS@ @DISPLAY @ @QUSER@ @HOST@
@RAM@ @MACHINE@ @VOVARCH@ @OSCLASS@
@OS.VERSION@ @VIEW@ @RELEASE@.

The amount of available swap space, in MB.

The total amount of swap space, in MB.
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Symbolic Resour ce Description
@SWAP@ Thisis aconsumable resource representing the residual amount
of SWAP after taking into account the jobs running on the
tasker.
@USER@ The name of the user that owns the tasker. Thisis the value of

either the variable LOGNAME or of the variable USER.
Q@QVIEW@ The view name as defined by ClearCase.

@VOVARCH@ The value of the environment variable VOVARCH, normally
set withvovar ch.

Pre and Post Conditions

The execution of Pre and Post conditions based on the environment definition have been deprecated as of version 8.2.0. For
current information, refer to Pre-Command and Post-Command Job Conditions. The information provided in this section describes
behavior that is supported for backward compatibility.

As part of the environment definition, two scripts can be prepared to take care of pre- and post-conditions on ajob-by-job basis.
These scripts are called NameOf Env. pre. t ¢l and NaneOf Env. post.tcl.

Configure Fair Shareviathe policy.tcl File

The FairShare Groups policy configuration described in this section have been deprecated. It is strongly advised to not use the
described in this section. The features described in this section are currently available, but may soon become unavailable and/or
unsupported.

Refer to vovfsgroup for the current implementation.

To create new groups, definetheminthepol i cy. t ¢l fileinthe PRQJECT. swd directory using vtk_group_set. This procedure
isonly validinthepol i cy. t cl file.

# Exanpl e of definition of sone groups in the policy.tcl file.

# Rem nder: this is considered obsolete. Use FSGROUP i nstead.

vt k_group_set /tinme/ med/ sanjose -wei ght 200

vt k_group_set /tinme/ med/ sanjose/library -weight 40

vtk _group_set /tinme/ nmed/ sanj ose/systens -wei ght 60

vtk _group_set /tinme/ med/ sanjose/systens/qa -users { john mary }
vt k_group_set /tinme/ nmed/ sanjose/ systens/dev -users { bob suresh }
vt k_group_set /tine/ nmed/ sanjose/ systens/prot -uniXxgroup acxx

If agroup is defined without aleading /, the group becomes part of the /time group by default.
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Set Up FairShare
1. Thepolicy.tcl filedefinesthe FairShare weight for each fsgroup. The script uses the following Tcl procedures:
e vtk fairshare_set -w ndow <tineSpec>
Sets the value of the keyref window for the top group.

e vtk _group_set <group_name> [-weight W] [-users userlist] [-useasdefault] [-max
N] [-map RESEXPRESSI ON] [-owner USER]

The default weight for agroup is 100. The default user list is empty.
e Example:
vtk fairshare_set -w ndow 4h
vtk _group_set /queue/al pha -weight 500 -users {mary frank}
vtk _group_set /queue/gamma -wei ght 800 -users {frank john al an}
vt k_group_set /queue/ ganma -wei ght 800 -uni xgroup acx
Each fsgroup with queued jobs is assigned a target share proportional to the FairShare weight.
The fsgroups are ranked based on how far they are from the target share taking into account:
e The number of jobs currently running for each fsgroup;
* Thetotal run-timelogged by each fsgroup over the FairShare window.
The farther afsgroup is from the target, the lower its rank and the earlier their jobs are checked for scheduling.

5. Assoon as adot becomes available, the scheduler searches for the next job to dispatch starting from the user with lowest
rank, and then increasing the rank until ajob to dispatch is found.

Migration of Preemption from 2013.03 and Prior Versions

Starting in version 2013.09, Accelerator has a new implementation of the preemption functionality. Within this section, the
terminology "older version" of preemption is used to indicate Accelerator versions 2013.03 and prior and "newer version” of
preemption to indicate Accelerator versions 2013.09 or later.

Optional vovpreemptd Daemon

The Preemption section discussed some of the changes in preemption implementations as compared to prior versions of
Accelerator. Specifically, the preemption functionality for older versions, a stand-alone daemon monitored the file-based
preemption rules and that daemon also preformed the actual preemption. For newer version of preemption, the functionality is
performed by the server directly and preemption rules are stored within the persistent representation of Accelerator so that this
information is preserved across server restarts. There is an optional daemon that can be used to monitor preemption rules that are
stored within the preemption conf i g. t cl file.

For new users of preemption and for previous preemption users upgrading from older versions of Accelerator, theinitial decision
for preemption configuration is to decide if preemption rules will be file-based or entered via Accelerator. If the preemption rules
are file-based and the administrator wishes for Accelerator to monitor the rules, then the optiona vovpr enmept d daemon will
need to be started.

Server Configuration

As previously mentioned, Accelerator is now managing the preemption of jobsinternally. The administrator can configure the
server to specify the frequency of how often Accelerator is to attempt preemption of jobs. Thisisviathe pr eenpt i onPer i od
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server configuration variable as described in Server Configuration. The default value is that Accelerator evaluates the preemption
rules every 3 seconds. Setting this configuration value to O will disable preemption in the server and setting the value to alarger
number will obviously cause preemption to occur on aless frequent basis.

VovPreemptRule Command Changes

VovPr eenpt Rul e has some new command options and some slightly modified commands option beginning in 2013.09. The
two modified command options are -killage and -method.

The default of -killage was changed from a default of 1 minuteto 0. Previously, by default, any preempted job younger than 1
minute was killed and resubmitted. Now, thisis not the default and young jobs will only be killed and re-submitted if the -killage
command option is specified.

The -method option previously supported RESERVE and FREE_TASKERS as preemption methods. A new concept called
Preemption Rule Types factors RESERVE and FREE_TASKERS out as -method and are now valid values for -ruletype.
Consequently, any preemption rules that use these values as preemption method need to instead specify the values as preemption
type.

Convert Old VovPreemptPolicy into VovPreemptRule

An old and currently unsupported preemption policy is used for this example:

VovPreenpt Pol i cy License:ncverilog -type OANERSHI P: GROUP -del ay 150 \
- met hod SUSPEND+LNMVREMOVE -f or cel nr enpve \
-owners {
G oup: AAA 7
G oup: BBB 8
G oup: CCC 10

## Note: this type of preenption policy is no |onger supported because it
## results in a quadratic nunmber QU N**2) of rules where Nis the
## nunmber of owners.

Thisis replaced by a FairShare driven preemption. Assume that the jobs to be balanced are in FairShare groups called /xxx/AAA /
xxx/BBB and /xxx/CCC and that these groups have been assigned weights of 700 800 and 1000 respectively

Two implementations are suggested:

Implementation for scripted preemption daemon (pre 2013.09)

## For preenption daenon before 2013. 09
VovPreenpt Rul e -rul enane fsConversion \
-preenpting "FSGROUP~/ xxx/ FS _EXCESS RUNNI NG<O FS COUNT RUNNI NG<2"
-wai tingfor "License:ncverilog" \
- preenpt abl e " FSGROUP~/ xxx/ FS_EXCESS _RUNNI NG>0 FS_COUNT_RUNNI NG>2
FS RANK9>@S RANKO@
- met hod SUSPEND+LMREMOVE

I mplementation for binary preemption daemon (2013.09 and later)

## For preenption daenpn 2013.09 and |ater
VovPreenpt Rul e -rul enane fsConversion -pool nanme sonePool Nanme \
-rul etype "FAST_FAlI RSHARE" \
-preenpti ng "FSGROUP~/ xxx/ FS_EXCESS RUNNI NG<OFS_COUNT_RUNNI NG<2" \
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-wai tingfor "License:ncverilog" \

- preenpt abl e " FSGROUP~/ xxx/ FS_EXCESS RUNNI NG>0 FS_COUNT_RUNNI NG>2
FS RANK9>@S RANKO@

- met hod SUSPEND+LMREMOVE

Fair Share Groups

=] Note: The FairShare information described in this chapter has been deprecated. It is strongly advised to not use the
information described in this chapter. The features described in this section are currently available, but may soon
become unavailable and/or unsupported.

Refer to FairShare and Configure FairShare via the vovfsgroup Utility for the current implementations.

Each job belongs to both a user and a group. Groups are used as part of the FairShare mechanism.

To set the FairShare group of ajob, set the environmenVOV_GROUP when creating the job using vovbui | d or when executing
the job for the first time. If the variable is missing, the FairShare group nameis/ t i me/ user s by default. The group of ajob
cannot be changed after the job has been created.

The VOV administrator defines the share of resources to allocate to a group by means of the procedure vt k_gr oup_set inthe
policy. tcl file. The option -weight is used to specify arelative weight of the group. Example:

i me/ al pha -wei ght 500

i me/beta -weight 200

i me/reg -wei ght 200 -uni xgroup regression

i me/ prod -weight 200 -uni xgroup production -useasdefault

vtk _group_set /
vtk _group_set /
vt k_group_set /
vt k_group_set /

t
t
t
t
To define the users that belong to a FairShare group, use the option -users or -unixgroup. Example:

# Explicit list of users:vtk group _set /tinme/al pha -users { john mary joe }

# Take list fromthe Unix definition of groups:vtk group_set /tine/beta -unixgroup
guests

To define the share of resources to allocate to a user within agroup, usevt k_user _set and the -group option. Example:

vt k_user_set john -weight 20 # Default is group "users”
vt k_user_set john -group /tine/al pha -weight 100
vt k_user_set john -defaultGoup /tine/beta

To seethelist of al groups, refer to the /groups page.
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Intellectual Property Rights Notice

Copyrights, trademarks, trade secrets, patents and third party software licenses.

Copyright ©1986-2024 Altair Engineering Inc. All Rights Reserved.

p.324

This Intellectual Property Rights Notice is exemplary, and therefore not exhaustive, of the intellectual property rights held by
Altair Engineering Inc. or its affiliates. Software, other products, and materials of Altair Engineering Inc. or its affiliates are

protected under laws of the United States and laws of other jurisdictions.

In addition to intellectual property rights indicated herein, such software, other products, and materials of Altair Engineering Inc.
or its affiliates may be further protected by patents, additional copyrights, additional trademarks, trade secrets, and additional other
intellectual property rights. For avoidance of doubt, copyright notice does not imply publication. Copyrightsin the below are held
by Altair Engineering Inc. or its affiliates. Additionally, all non-Altair marks are the property of their respective owners. If you

have any questions regarding trademarks or registrations, please contact marketing and legal.

This Intellectual Property Rights Notice does not give you any right to any product, such as software, or underlying intellectual
property rights of Altair Engineering Inc. or its affiliates. Usage, for example, of software of Altair Engineering Inc. or its affiliates

is governed by and dependent on avalid license agreement.

Altair HyperWorks®, a Design & Simulation Platform

Altair® AcuSolve® ©1997-2024
Altair® Activate®©1989-2024

Altair® Automated Reporting Director ™ ©2008-2022

Altair® Battery Damage | dentifier ™©2019-2024
Altair® Battery Designer ™ ©2019-2024

Altair® CFD™ ©1990-2024

Altair Compose®©2007-2024

Altair® ConnectMe™ ©2014-2024

Altair® DesignAl ™ ©2022-2024

Altair® EDEM ™ ©2005-2024

Altair® EEvision™ ©2018-2024

Altair® ElectroFlo™ ©1992-2024

Altair Embed® ©1989-2024

Altair Embed® SE ©1989-2024

Altair Embed®/Digital Power Designer ©2012-2024
Altair Embed®/eDrives ©2012-2024

Altair Embed® Viewer ©1996-2024

Altair® e-Motor Director ™ ©2019-2024
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Altair® ESAComp® ©1992-2024

Altair® expertAl ™ ©2020-2024

Altair® Feko® ©1999-2024

Altair® Flow Simulator ™ ©2016-2024
Altair® Flux® ©1983-2024

Altair® FluxM otor ® ©2017-2024

Altair® GateVision PRO™ ©2002-2024
Altair® Geomechanics Director ™ ©2011-2022
Altair® Hyper Crash® ©2001-2023

Altair® Hyper Graph® ©1995-2024

Altair® HyperLife® ©1990-2024

Altair® Hyper M esh® ©1990-2024

Altair® HyperMesh® CFD ©1990-2024
Altair® HyperMesh ® NVH ©1990-2024
Altair® Hyper Spice™ ©2017-2024

Altair® Hyper Study® ©1999-2024

Altair® Hyper View® ©1999-2024

Altair® Hyper View Player® ©2022-2024
Altair® Hyper Works® ©1990-2024

Altair® Hyper Works® Design Explorer ©1990-2024
Altair® Hyper Xtrude® ©1999-2024

Altair® Impact Simulation Director ™ ©2010-2022
Altair® Inspire™ ©2009-2024

Altair® Inspire™ Cast ©2011-2024

Altair® Inspire™ Extrude M etal ©1996-2024
Altair® Inspire™ Extrude Polymer ©1996-2024
Altair® Inspire™ Form ©1998-2024

Altair® Inspire™ Mold ©2009-2024

Altair® Inspire™ PolyFoam ©2009-2024
Altair® Inspire™ Print3D ©2021-2024
Altair® Inspire™ Render ©1993-2024

Altair® Inspire™ Studio ©1993-2024

Altair® Material Data Center ™ ©2019-2024
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Altair® Material Modeler "©2019-2024
Altair® Model Mesher Director ™ ©2010-2024
Altair® M otionSolve® ©2002-2024
Altair® MotionView® ©1993-2024
Altair® Multi-Disciplinary Optimization Director ™ ©2012-2024
Altair® Multiscale Designer® ©2011-2024
Altair® newFASANT ™©2010-2020
Altair® nanoFluidX® ©2013-2024
Altair® NVH Director ™ ©2010-2024
Altair® NVH Full Vehicle™ ©2022-2024
Altair® NVH Standard™ ©2022-2024
Altair® Omniv™ ©2015-2024

Altair® OptiStruct® ©1996-2024

Altair® physicsAl ™ ©2021-2024

Altair® PollEx™ ©2003-2024

Altair® PSIM ™ ©1994-2024

Altair® Pulse™ ©2020-2024

Altair® Radioss® ©1986-2024

Altair® romAl ™ ©2022-2024

Altair® RTLvision PRO™ ©2002-2024
Altair® SSCALC™ ©1995-2024

Altair® SCONCRETE™ ©1995-2024
Altair® SSFRAME® ©1995-2024

Altair® SFOUNDATION™ ©1995-2024
Altair® S-LINE™ ©1995-2024

Altair® SSPAD™ © 1995-2024

Altair® SSSTEEL ™ ©1995-2024

Altair® STIMBER™ ©1995-2024
Altair® SVIEW™ ©1995-2024

Altair® SEAM® ©1985-2024

Altair® shapeAl ™ ©2021-2024

Altair® signalAl ™ ©2020-2024

Altair® Silicon Debug Tools™ ©2018-2024
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Altair® SimL ab® ©2004-2024

Altair® SimLab® ST ©2019-2024

Altair® SimSolid® ©2015-2024

Altair® SpiceVision PRO™ ©2002-2024

Altair® Squeak and Rattle Director ™ ©2012-2024
Altair® StarVision PRO™ ©2002-2024

Altair® Structural Office™ ©2022-2024

Altair® Sulis™©2018-2024

Altair® Twin Activate®©1989-2024

Altair® ultraFluidX® ©2010-2024

Altair® Virtual Gauge Director ™ ©2012-2024
Altair® Virtual Wind Tunnel™ ©2012-2024
Altair® Weight Analytics™ ©2013-2022

Altair® Weld Certification Director ™ ©2014-2024
Altair® WinProp™ ©2000-2024

Altair® WRAP™ ©1998-2024

Altair HPCWorks®, aHPC & Cloud Platform
Altair® Allocator ™ ©1995-2024

Altair® Access™ ©2008-2024

Altair® Accelerator ™ ©1995-2024
Altair® Accelerator ™ Plus ©1995-2024
Altair® Breeze™ ©2022-2024

Altair® Cassini™ ©2015-2024

Altair® Control™ ©2008-2024

Altair® Desktop Software Usage Analytics™ (DSUA) ©2022-2024

Altair® FlowTracer ™ ©1995-2024
Altair® Grid Engine® ©2001, 2011-2024
Altair® InsightPro™ ©2023-2024
Altair® Hero™ ©1995-2024

Altair® Liquid Scheduling™©2023-2024
Altair® Mistral™ ©2022-2024

Altair® Monitor ™ ©1995-2024

Altair® NavOps® ©2022-2024
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Altair® PBS Professional® ©1994-2024

Altair® PBSWorks™ ©2022-2024

Altair® Softwar e Asset Optimization (SAO) ©2007-2024
Altair® Unlimited™ ©2022-2024

Altair® Unlimited Data Analytics Appliance™ ©2022-2024
Altair® Unlimited Virtual Appliance™ ©2022-2024

Altair RapidMiner®, a Data Analytics& Al Platform
Altair® Al Hub ©2001-2023

Altair® Al Edge ©2001-2023

Altair® Al Cloud ©2001-2023

Altair® Al Studio ©2001-2023

Altair® Analytics Workbench™ ©2002-2024
Altair® K nowledge Hub™ ©2017-2024

Altair® K nowledge Studio® ©1994-2024

Altair® Knowledge Studio®for Apache Spark ©1994-2024
Altair® K nowledge Seeker ™ ©1994-2024
Altair® |oT Studio™ ©2002-2024

Altair® Monarch® ©1996-2024

Altair® Monarch® Classic ©1996-2024

Altair® Monarch® Complete™©1996-2024
Altair® Monarch® Data Prep Studio ©2015-2024
Altair® Monarch Server ™©1996-2024

Altair® Panopticon™ ©2004-2024

Altair® Panopticon™ Bl ©2011-2024

Altair® SLC™ ©2002-2024

Altair® SLC Hub™ ©2002-2024

Altair® SmartWorks™ ©2002-2024

Altair® RapidMiner® ©2001-2023

Altair One® ©1994-2024

Altair® License Utility™ ©2010-2024
Altair® TheaRender® ©2010-2024
Altair® OpenMatrixTM ©2007-2024
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Altair® OpenPBS® ©1994-2024
Altair® OpenRadiossTM ©1986-2024

Third Party Software Licenses
For acomplete list of Altair Accelerator Third Party Software Licenses, please click here.
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Technical Support

Altair provides comprehensive software support viaweb FAQs, tutorials, training classes, telephone and e-mail.

Altair One Customer Portal

Altair One (https://altairone.conV) is Altair’ s customer portal giving you access to product downloads, Knowledge Base and
customer support. We strongly recommend that all users create an Altair One account and useiit as their primary means of
requesting technical support.

Once your customer portal account is set up, you can directly get to your support page viathis link: www.altair.com/customer-
support/.

Altair Training Classes

Altair training courses provide a hands-on introduction to our products, focusing on overall functionality. Courses are conducted
at our main and regional offices or at your facility. If you are interested in training at your facility, please contact your account
manager for more details. If you do not know who your account manager is, e-mail your local support office and your account
manager will contact you

Telephone and E-mail

If you are unable to contact Altair support via the customer portal, you may reach out to the technical support desk via phone or e-
mail. Y ou can use the following table as a reference to locate the support office for your region.

When contacting Altair support, please specify the product and version number you are using along with a detailed description
of the problem. It is beneficia for the support engineer to know what type of workstation, operating system, RAM, and graphics
board you have, so please include that in your communication.

L ocation Telephone E-mail

Australia +61 3 9866 5557 anz-pbssupport@altair.com
+61 4 1486 0829

China +86 21 6117 1666 pbs@altair.com.cn

France +33(0)1 4133 0992 pbssupport@europe.altair.com

Germany +49 (0)7031 6208 22 pbssupport@europe.altair.com

India +91 80 66 29 4500 pbs-support@india.altair.com

+1 800 208 9234 (Toll Free)

Italy +39 800 905595 pbssupport@europe.altair.com
Japan +81 3 6225 5821 pbs@altairjp.co.jp
Korea +82 70 4050 9200 support@altair.co.kr
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